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Objectives

Audience

About This Manual

Welcome to the Installation and Operation manual for the Cisco Voice Network Switching (VNS)
system.

Cisco documentation and additional literature areavailablein aCD-ROM package, which shipswith
your product. The Documentation CD-ROM, amember of the Cisco Connection Family, is updated
monthly. Therefore, it might be more up to date than printed documentation. For further information
about the Cisco CD-ROM package, see the section Cisco CD-ROM.

This preface includes the following sections:

Objectives

Audience

Organization

Related Documentation

Cisco CD-ROM

Conventions

New Featuresin VNS Release 3.0

This publication will step you through the initial site preparation, installation, and configuration of
the VNS and the Voice Network Switching system.

This publication is designed for the person installing the VNS, who should be familiar with
electronic circuitry and wiring practices and have experience as an electronic or electromechanical
technician. It is also intended for the network administrator who will configure the VNS and
provision the network to support voice SV Cs. Theinstallers and network administrators should also
befamiliar with Cisco IGX ™ 8400 serieswide-areaswitch and Cisco | PX® wide-areaswitch, voice
connections, and Cisco wide area switching networks. During theinitial installation of aVNS; itis
also helpful to have a system administrator on-hand who is familiar with your network and UNIX
servers.
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Organization

Organization

This publication contains the following chapters:

Xviii

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Chapter 8

Appendix A

Appendix B

Appendix C

VNS 3.0 Operation and Installation

Introduction to Voice Network Switching

This chapter describes Voice Network Switching, the VNS processor, and
basic VNS features. It concentrates on the interfaces between a PBX and the
VNS and the VNS and the Cisco switch and WAN switching network.

Site Requirements

This chapter describes the equipment and site conditions that should bein
place when you get ready to set up your VNS,

Unpack and I nspect the VNS
This chapter describes unpacking your VNS shipping package.

Rack Mounting the VNS

This chapter describes how to install your VNS into arack, typically with a
Cisco IGX™ 8400 series wide-area switch (or a Cisco IPX® wide area
switch).

Connecting Power to the VNS

This chapter describes how to connect AC or DC power to your VNS and
power it up.

VNS Interface Connections

This chapter describes how to connect the VNS physical interfacesto a
terminal, a Cisco wide-area switch, and a Cisco StrataView Plus workstation.

Understanding the VNS Configuration Interface

This chapter describes the VNS Configuration Interface, acommand line
interface (CL1), and its menus, options and parameters.

VNS Network Operation

This chapter describes some of the common procedures encountered during
the operation of a VNS network, particularly the provisioning of aVNS
network through the VNS Configuration Interface.

Cable Information

This appendix provides information about the AC power cables and the null
modem cable.

Troubleshooting

This appendix provides some VNS troubleshooting hints aswell as alist of
the VNS SNMP Traps.

Call Detail Records

This appendix provides information about the format and content of the Call
Detail Records (CDRs) that are kept by the VNS for each call.



Organization

Appendix D

Appendix E

Appendix F

Appendix G

Appendix H

Appendix |

Appendix J

Dial-In Support

This appendix provides instructions for connecting a modem to the VNS to
provide remote access for customers support.

Reinstalling VNS Interface Drivers

This appendix providesinstructions for reinstalling the interface drivers for
the Frame Relay Card and the E1 Network Interface Cards (E1 NICs). These
drivers are factory installed and should normally not haveto bereinstalled in
thefield.

Upgrading to VNS 3.0 Software
This appendix provides instructions for upgrading VNS software.

SPNNI Operation

This appendix provides some guidelines for calculating the Frame Relay
bandwidth needed for the connection between two VNSs controlling separate
domains.

VNS Ter minology

This appendix defines the terms that help you understand the Voice
Networking Switching enhancement to Cisco WAN switching networks. It
includes some common networking terms that have specific meaning for the
VNS,

Channel Associated Signaling Voice Switching

This appendix describes Voice Network Switching for PBXs using Channel
Associated Signaling (CAS). It also describes the special configuration
procedures for the IGX’ s Universal Voice Module with Model B or higher
firmware which is required for CAS-to-QSIG conversion.

VNS Configuration Sheets

This appendix provides some blank VNS configuration worksheets which
can be copied and used during configuration of your system.
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Related Documentation

Related Documentation

® Cisco StrataView Plus Operations providing for procedures for using the StrataView Plus
network management system.

® The appropriate release of the Cisco WAN switching network publication set, including:

Cisco CD-ROM

Cisco documentation and additional literature areavailablein aCD-ROM package, which shipswith
your product. The Documentation CD-ROM, amember of the Cisco Connection Family, is updated
monthly. Therefore, it might be more up to date than printed documentation. To order additional
copies of the Documentation CD-ROM, contact your local sales representative or call customer
service. The CD-ROM package is available as a single package or as an annual subscription. You
can also access Cisco documentation on the World Wide Web at http://www.cisco.com,
http://www-china.cisco.com, or http://www-europe.cisco.com.

Conventions

This publication uses the following conventions to convey instructions and information.

XX

Cisco WAN Switching System Overview Manual providing an introduction to Cisco WAN
switching networks.

Cisco BPX 8620 Reference providing ageneral description and technical details of the Cisco
BPX® 8600 series wide-area switch.

Cisco IPX Reference providing a general description and technical details of the IPX®
wide-area switch.

Cisco IPX Installation providing installation instructions for the IPX switch.

Cisco |GX 8400 Series Reference providing ageneral description and technical details of the
IGX™ 8400 series wide-area switch.

Cisco IGX 8400 Series Installation providing installation instructions for the IGX switch.

Cisco MGX 8220 Reference providing a general description and technical details of the
MGX™ 8220 edge connector.

Cisco WAN Switching Command Reference providing detailed information on operating the
BPX switch, IGX switch, and IPX switch through their command line interfaces.

Command descriptions use these conventions:

® Commands and keywords are in boldface.

® Argumentsfor which you supply values arein italics.

® Elementsin square brackets ([ ]) are optional.

® Alternative but required keywords are grouped in braces ({ }) and are separated by vertical bars

(1)

Examples use these conventions:

® Termina sessions and information the system displays are in screen font.

® |nformation you enter isin bol df ace screen font.

® Nonprinting characters, such as passwords, are in angle brackets (< >).
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New Features in VNS Release 3.0

® Default responses to system prompts are in square brackets ([ ]).

you work on any equipment, you must be aware of the hazards involved with electrical circuitry and be
familiar with standard practices for preventing accidents. (To see translated versions of thiswarning, refer to
the Regulatory Compliance and Safety Information document that accompanied the product.)

ﬂ Warning Thiswarning symbol means danger. Y ou are in a situation that could cause bodily injury. Before

Caution Meansreader be careful. In this situation, you might do something that could result in equipment
damage or loss of data.

=

Note Meansreader take note. Notes contain helpful suggestions or references to materials not
contained in the manual.

New Features in VNS Release 3.0
The major features of Voice Network Switching, release 3.0, covered in this manual include:
® Support for AT&T 4ESS ISDN protocol variant per AT& T Technical Reference TR41459
® Configurable cause codes

® Support for the Generic Functional Procedures as described in the QSIG protocol specification
ISO/IEC 11572

® |mproved procedures for configuring number translation
® Support for the IGX’s Universal Voice Module (UVM card)

® Break-Out/Break-1n (BOBI) feature which allows PBXs using QSIG to make calls through a
Cisco VNS WAN switching network to a user connected to the European ISDN DSS1 public
network. It also allows users on the European ISDN public network to call into a QSIG PBX
through the Cisco VNS private network.

® |Improved VNS Configuration Interface delete and modify functions
Thefeature that was added to Voice Network Switching in Release 2.2 and covered in thismanual is:

® CAS2.2whichisavariation of VNS QSIG protocol that supports switching for PBXswhich use
Channel Associated Signaling. Thisfeatureis supported in conjunction with the IGX’sUniversal
Voice Module (UVM) with Model B or higher firmware. This version of the UVM, which
provides CAS-to-QSIG conversion, is supported in switched software release 8.5.

The Voice Network Switching features that were added to VNS in Release 2.1, and are covered in
this manual, include:

® (Q931A (Japanese ISDN) which adds another signaling protocol variant that VVoice Network
Switching supports.

® Database validation which provides automatic and periodic checking of the VNS database’s
integrity. This new feature al so permits an operator to manually validate the database through the
VNS Configuration Interface.

® Wildcard addressing routing for QSIG 2.1 allows an operator to enter wildcards as charactersin
VNS addresses. This feature simplifies addressing and speeds up call routing.

® Numerical sorting of addressesin the VNS database, which permits the VNS database address
records to be browsed systematically.
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® D channel preferred routing allows the operator to specify preferred routes for the D channel
signalling between aPBX and the VNS and between VNSs in separate service areas (domains).

® D channel status provides avisible indication on the StrataView Plus network management
system to indicate when a D channel has failed.

® Cal Detail Records have been enhanced to indicate if the record isfor either avoice or datacall.
These records also include four digits to indicate the year in date- and-time stamps to prevent
problems when the year 2000 comes around.

® Break-Out/Break-In (BOBI) feature which allows PBXs using DPNSS to make calls through a
Cisco VNS network to a user connected to the European ISDN DSS1 public network. It also
allows users on the European | SDN public network to call into aDPNSS PBX through the Cisco
VNS private network.

® Support for European ISDN DSSI (ETSI) the signaling variant used by the European public
ISDN network.

® Multi-homed links support for two or more links to the same end-user site (CPE or PBX).

® Multiple service areas which allows each VNS system to be assigned to control one or more
nodes(i.e., IGX or IPX switch). Thisallowsthe VNS network to be divided up into more efficient
domains.

® Multi-level logins provides user-access verification to control access and use of the VNS
Configuration Interface. In other words, the use of the VNS Configuration Interface is password
controlled.

In addition, this manual introduces the following product name changes:

® The Cisco BPX® 8600 series wide-area switch was previously known simply as the Cisco
StrataCom BPX switch.

® The Cisco IGX™ 8400 series wide-area switch was previously known simply as the Cisco
StrataCom IGX switch.

® The Cisco IPX® wide-area switch was previously known simply as the Cisco StrataCom IPX
switch.

® The Cisco MGX™ 8220 edge connector was previously known as the Cisco StrataCom AXIS
interface shelf.

VNS 3.0 Operation and Installation



CHAPTER 1

Introduction to
Voice Network Switching

This chapter provides an introduction to Voice Network Switching. It contains the following
sections:

® Overview

® VNS System Components

® Signaling

® Cisco WAN Switching Networks

® VNS Operation

® VNSto StrataView Plus Workstation
® Redundant Pairs

® Configuration and Provisioning

® Call Detail Records

® Technical Assistance

® VNS Hardware and Software

Overview

The Voice Network Switching (VNS) application provides switched virtual circuits(SVCs) for voice
or datacallsover aCisco WAN switching network. For VNS applications, the Cisco WAN switching
network istypically built of Cisco IGX™ 8400 series wide-area switches or Cisco |PX® wide-area
switches. With the VNS application in a Cisco WAN switching network, private branch exchanges
(PBXs) using Digital Private Network Signaling System (DPNSS), QSIG, Q931A (Japanese | SDN),
or AT& T 4ESS ISDN signaling protocols will be able to establish voice calls on demand, just asif
they are dialing a public switched telephone network. Voice Network Switching will also switch
callsfrom PBXsusing Channel Associated Signaling (CAS), whenit isused in conjunction with the
IGX’s Universa Voice Module with Model B or higher firmware, which performs CAS-to-QSIG
conversion. The supported signaling protocols are all variations of the Integrated Services Digital
Network (ISDN) signaling protocol. Voice Network Switching providesfor the direct connection of
DPNSS-, or QSIG-, or Q931A-based PBXs, reducing the need for tandem connections. In other
words, with the addition of Voice Network Switching, the Cisco WAN switching network assumes
many of the functions of atransit PBX, that is, tandem switching functions. This reduces the number
of E1 trunks required to interconnect PBXs and enables the replacement of tandem PBXs.
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Overview

A VNS network also saves network bandwidth by consolidating traffic over fewer physical
interfaces, and through the use of Voice Activity Detection (VAD) and Adaptive Differential Pulse
Code Modulation (ADPCM) voice compression provided by IGX/IPX switches. That isto say, a
VNS network allowsthe use of aCisco WAN switching network’ s standard voi ce service featuresto
be applied to switched voice circuits from DPNSS, QSIG, Q931A, or AT&T 4ESS ISDN PBXs.
Cisco’ sstandard voi ce services save network resources by providing avoice compression ratio of up
to 10:1.

Note The VNS was designed to work with anetwork of IGXs or IPXs. Although most of the
examples in this manual show an IGX switch, an IPX switch could just as easily have been used.

Asshownin Figure 1-1, Voice Network Switching provides a signaling mechanism to establish and
maintain SV Cs between PBXs across a Cisco WAN switching network. The VNS and the Cisco
WAN switching network provide the network side of the ISDN user-network interface. Figure 1-1
illustrates that there is a separate signaling channel to manage the setup and disconnection of the
SVC calls. The signaling channel actually stretches to the PBX s because the PBXs exchange
signaling messages with the network. This signaling channel, often referred to asa D channel, is
indicated by the dashed line, and can be thought of asavirtual signaling network, or signaling plane
over-laid on the traditional Cisco WAN switching network. The solid line indicates the end-user
traffic, the actual voice SV Cs, between the two PBXs.

Figure 1-1 Basic VNS SVC Call
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Inthissimpleillustration, atypical call setup would follow this sequence:
Step 1 AnEnd-User 1 at PBX 1 makesacall to End-User 2 at PBX 2.

Step 2 PBX linitiatesa Call setup message, which isin DPNSS, QSIG, Q931A, or AT& T 4ESS
ISDN format; this message is passed from IGX switch 1to VNS 1.

Step 3 VNS 1 processes this message, including determining whether thiswill be adataor avoice
call.

Step 4 VNS1instructs IGX switch 2 to build the circuit from PBX 1to PBX 2, similar to adding
a connection (addcon) for a standard network.

Step 5 When thecircuit is built, IGX switch 2 passes a message to VNS 1, which relays this
information to PBX 2.

Step 6 When the End User at PBX 2 answers the call, a connect message is sent from PBX 2 to
VNS 1.

Step 7 VNS 1 sends a connect message to the End User at PBX 1, and the connection setup is
completed.

And atypical call disconnect would follow this sequence:

Step 1 When either party hangs up, the release message is again sent from the associated PBX
through the signaling channel to the attached VNS.

Step 2 Thedcircuit is removed by the VNS which created it, and a call release message is sent to
the other end user.

Step 3 After the end user acknowledges the release message, the call is cleared.

Theoriginating VNS also generatesa Call Detail Record, which includesthe calling and called party
numbers, call setuptimeand call duration. CDRsarekept in fileswhich can be periodically collected
by another host, such as the StrataView Plus (SV+) Network Management Station (NMS).

Each VNS also keeps other statistics for maintenance and diagnostic purposes.

VNS System Components

Voice Network Switching isimplemented with two or more VNS servers deployed in a Cisco WAN
switching network. The VNS server, referred to simply asa VNS in this manual, is arack-mounted
adjunct processor co-located with a Cisco wide-area switch. VNS servers are always sold in
redundant pairs.
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VNS System

The VNS system consists of two identical VNS servers, which can be configured to perform as a
redundant pair. Each VNS server isa closed, scalable multitasking platform with the following
features:

® 140 MIPSCPU

® 128 Megabytes of memory

® 2 Gigabyte hard disk

The VNS comesin four models:
® VNS-AC (AC powered)

® VNS-DC (DC powered)

® VNS-AC-E (AC powered)

® VNS-DC-E (DC powered)

These models are functionally equivalent. The -E versions of the VNS are newer models that will
replace older (VNS-AC and VNS-DC) versions; only -E models are being shipped at thistime. The
dlight differences between the models will be pointed out in this documentation where it is
appropriate.

The VNSistypically connected to a co-located Cisco wide-area switch (an IGX or IPX switch in
this application) and is often mounted in the same rack, as shown in Figure 1-2. The VNS is
connected to the Cisco wide-area switch through a Frame Relay Card, an E1 channelized Network
Interface Card (E1 NIC), and an Ethernet (that is, 802.3) interface.

The redundancy feature of VNS systems are described in the section, Redundant Pairs.
Table 1-2 at the end of this chapter lists the VNS hardware and software model humbers.

Note The Frame Relay Card interfaceis only used in networks with multiple service areas or
domains.
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Figure 1-2 Rack-Mounted VNS
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Interfaces

VNS processors (that is, VNS servers) are installed as a redundant pair, with one active and onein
the standby mode. This redundancy minimizes network downtime due to equipment failures and
maintenance activity. When a switchover from the active to the standby VNS occurs, existing
signaling will be switched over to the newly active unit, which will assume the same provisioning
and configuration as the original active unit. The principal redundancy features are;

1.1 co-located warm redundancy

Hardware failure and software resource protection monitoring

Role resolution protocol between active and standby VNSs
Configuration data synchronization with real-time and bulk updates

Call Detail Record (CDR) data synchronization between active and standby VNSswith real-time
and bulk updates

Reassignment of signaling channels to the standby whenever the active unit fails

The VNS uses four main physical interfaces:

Terminal port for the direct connection of aterminal, such asaVT-100, to provide accessto
local configuration and VNS Command Line Interface (CLI).

Ethernet port (10Base-T) for connection to thelocal standby VNS, thelocal IGX or IPX switch,
and alocal SV + Workstation. Telnet sessions can be established through the Ethernet port. Telnet
sessions perform the same functions as can be performed with a directly-connected terminal.

Frame Relay Card (R$449) for connection to a Frame Relay Module (FRM or FRP) on the
co-located Cisco wide-areaswitch. The Frame Relay port providesthe VNS signaling channel to
other VNSsinthe Cisco WAN switching network. Cisco providestwo Frame Relay Card cables.
One connects the RS449 connector to a V.35 interface; the other connects the RS449 connector
to an X.21 interface.

Note The Frame Relay Card interface is only used when there are multiple VNS service areas (or
domains) in a network.

E1 Network Interface Cards (E1 NICs) (75-ohm BNC connectors) for connection to the
co-located nodes Channelized Voice Modules (CV M) or Universal Voice Modules (UVM) onthe
IGX switch (or CDPs on IPX switch). These E1 channels to the Cisco wide-area switch provide
the path for the DPNSS, QSIG, or Q931A signaling (that is, the D channel) from the PBXs
connected to the Cisco wide-area switch. There are two E1 NICs, which are referred to as Voice
Port 1 and Voice Port 2, installed in each VNS; they both do not have to be connected to the node,
however. (The E1 PRIs from the PBXs are typically terminated on another CVM in a Cisco
wide-area switch.)

The VNS also supports the following application interfaces:

SNMP to configure and monitor the VNS. (Note that the VNS Configuration Interface [VNS
CLI] usesthis SNMP interface to configure the VNS.)

FTP (filetransfer protocol) for uploading statistics, Call Detail Records (CDRs), and
downloading new software releases and revisions.

Telnet for running the VNS Configuration Interface remotely.
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VNS Software

VNS software includes the following components:
® The Solaris 2.4 UNIX Operating System for the VNS.
® |Integrated SNMP agents providing configuration and system information.

® VNS processes which manage initialization, redundancy, configuration, event handling, and
switched circuit activity.

® Call Processor which handles the signaling between the PBX and the VNS.
® MIB Il (per IETF RFC1213) system and interfaces groups, and a VNS |1 proprietary MIB.

Signaling Variants

The signaling between the VNS and the PBXs is based on ISDN variants. There are six signaling
variants supported in VNS Release 3.0:

® AT&T 4ESSISDN protocol variant in accordance with Technical Reference 41459 - AT& T
Network ISDN Primary Rate Interface and Special Application, User-Network Interface
Description (AT&T, August 1996). The VNS will supports the symmetrical slave without
channel negotiation option. In addition, the VNS will support Basic Call with detection of Bearer
Capability information for voice and data, pass calling and connection line ID, and calling and
connected line ID restriction.

® Digital Private Network Signaling System (DPNSS) in accordance with BTNR (British
Telecommunications Network Requirement) No. 188, Issue 5, Vols. 1-5, December 1989. (This
document coversthe VNS DPNSS Release 2.1).

® QSIG based on ETSI QSIG standards. (This document coversthe VNS QSIG Release 2.1.)
® FEuropean ISDN (ETSI)

® (Q931A, aso known as Japanese |SDN, based on JT-Q.931-a(layer 3), JT-Q.921-a(layer 2), and
JT-i.431-C (layer 1...JT) specifications as described by TTC. (This document covers Q931
Release 2.1.)

® CAS2.2isaVNSQSIG protocol designed to work with the IGX’s Universal Voice Module
(UVM) with Model B firmware to provide Voice Network Switching for PBXsusing CAS
signaling. The UVM supports CAS switching in switched software release 8.5. CAS switching
isdescribed in Appendix I, Channel Associated Signaling Voice Switching.

Note VNS Release 3.0 addsthe AT& T 4ESS ISDN variant to the protocols previously supported
by Voice Network Switching. The protocols previously supported include QSIG 2.1, DPNSS 2.1,
and Q931A (Japanese ISDN) 2.1, aswell as CAS2.2. All of these protocol releases, which are
independent of one ancther, are covered in this document. Where appropriate, differences between
the AT& T 4ESSISDN, QSIG 2.1, DPNSS 2.1, and Q931A 2.1 are pointed out. DPNSS 2.1 is
compatible with switched software release 8.4, while QSIG 2.1 and Q931A 2.1 are compatible
switched software release 8.2. (The release note, or Customer Service, will identify the appropriate
switched software release for each VNS protocol.)
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Generic Functional Procedures

VNS Release 3.0 also supports the generic functional protocol for the control of supplementary
services and additional network features as defined by ETSI specification for the QSIG protocaol,
ETS300-239. The generic functional procedures are used to transport supplementary service
invocations and responses from end-to-end. Acting like atransit PBX, the VNS supportsrelated and
call independent procedures, including support for the FACILITY message and Facility Information
Elements.

Software Release Feature Matrix

1-8

VNS Release 3.0 consists of protocol packages: QSIG 2.1,QSIG 3.0, DPNSS 2.1, Q931A 2.1, CAS
2.2,and AT& T 4ESSISDN, which are purchased separately. These VNS protocol packages (that is,
feature software) support different sets of features. Some features are supported by all protocol
packages, other features are supported by only one protocol. All the features are described in this
document; where appropriate, this document will point out which software package supports the
feature, and which does not. Features which are not mentioned or which were part of previous VNS
(formerly DNS) releases are considered to be supported by al software packages. In Chapter 7,
Understanding the VNS Command Line I nterface, those menu fields which are not supported by a
particular software package will be pointed out.

Table 1-1 lists the features supported by each protocol package. The feature islisted in the first
column. An X inthe second, third, or fourth columnsindicatesthat thisfeatureis supported by QSIG
2.1, QSIG 3.0, DPNSS 2.1, Q931A 2.1, or AT&T 4ESSISDN.

Table 1-1 BOBI or QSIG Software Feature Matrix
AT&T 4ESS
Feature QSIG 2.1 QSIG 3.0 DPNSS 2.1 Q931A21 CAS 2.21 ISDN

Break-Out/Break-In (BOBI) X X X

Multi-homed E1 links X X X X X X
CVM Redundancy? X X X X X X
Config Save and Restore X X X X X X
Multiple Service Areas X X X X X X
Hard-coded Cause Codes X X X X
Wildcard addressing and routing X X X X
Wildcard in trandlation rules X

Database integrity X X X X X X
Numerical sorting of addresses X X X X X X
D-Channel Preferred Routing X X X X X X
D-Channel Status X X X X X X
Year 2000 Compatibility X X X X X X
Voice or Data CDR Records X X X X X X
New CLI and other Enhancements X X X X X X
Configurable Cause Codes X

Generic Functions X

1 CAS2.2isQSIG protocol designed to work with the IGX’s UVM and provide CAS Voice Switching. This feature is described in Appendix |, Channel

Associated Signaling Voice Switching.
2. The CVM Redundancy feature also appliesto the UVM card.
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VNS Configuration Interface

The VNS Configuration Interface isrun from the VNS multitasking platform, either from adirectly
connected terminal or remotely through atelnet session. The VNS Configuration Interface, also
known as the VNS Command Line Interface (CL1), provides a mechanism for the operator to
configure the VNS and provision VNS services. Using a SNMP interface to VNS, the CLI can:

® Configurethe VNS database
® Provision (or delete) addresses in the database
® Get the VNS operational status

VNS Area

Each VNS (or redundant pair of VNSSs) are assigned to control a group of one or more nodes, i.e.,
an IGX or IPX switch. These nodes are considered the VNS's service area (or domain). The VNS
will be directly attached to one of the nodes in its area. The VNS processes call setup or release
requestsfor callsoriginating initsarea, or calls received from another area but destined for this one.
VNS areas do not overlap. This feature is referred to as multiple domains.

The VNS exchanges heartbeat messages with all of the IGX or IPX switchesin itsarea. The
heartbeat allows the VNS to maintain a status of each node inits area. The VNS detects if anode
goes out of service or returnsto service.

Figure 1-3 illustrates a network with three VNS areas. Although it is not shown in the figure, the
VNSsin each areawill beinstalled as redundant pair in each area. Thereis VNS system, redundant
pair of VNSs, serving each individua service area (or domain).

Figure 1-3 VNS Areas
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Signaling

In Figure 1-3, each VNS has an IGX switch and an IPX switch initsarea. VNS 1 has IGX switch
1-1and IPX switch 1-2, and VNS 2 has IGX switch 2-1 and |PX switch 2-2, and so on. VNS 1 would
exchange heartbeat messages with IGX switch 1-1 and IPX switch 1-2. Each IGX/IPX switchis
connected to one PBX with its complement of end users. Soin Areal, VNS 1 would beresponsible
for processing call setupsfor al callsfrom PBX A and PBX B. It would also handle calls destined
for PBX A and PBX B. Similarly, VNS 2 would be responsible for call setupsfor PBX C and PBX
D, and VNS 3 would be responsible for PBX E and PBX F.

There do not have to be multiple VNS areasin a VNS network. In this case, thereisonly asingle
VNS deployed in the network. Therefore, there does not have to be asignaling overlay network, and
there do not have to frame relay connections between VNSs. The VNS's Frame Relay (RS-422 to
V.35 or X.21) card will not have to be connected to the node.

Voice Network Switching was designed to work with four forms of message-oriented
common-channel signaling often used by PBXs:

* DPNSS
* QSIG

* ETS

® (QO31A (Japanese SDN)
* AT&T4ESSISDN

These messages set up, maintain, and terminate voice channel connections. They also support the
operation of many PBX supplementary services or features, including calling name and number
display, network call forward, network call redirect, centralized attendant, centralized voicemail, etc.
These signaling protocols support a set of capabilities that are very desirable in an enterprise voice
network. Cisco wide-area switches function as transit nodes for these networks, receiving call
control and feature messages from PBX s viathe signaling-channel connection and forwarding them
across the signaling overlay network to the appropriate destination PBX.

DPNSS, QSIG, and Q931A are variants of ISDN D-channel signaling. QSIG is based on ISDN
Q.921/931 standards. DPNSSis a pre-ISDN standard protocol, developed by British
Telecommunication (BT) in the 1980s. QSIG was originally specified by ECMA, then was adopted
by European Telecommunications Standards Institute (ETSI) and the I SO. It is becoming a
world-wide standard for PBX interconnection. ETSI is also used as the name for European ISDN.
Q931A is based on Japanese ISDN standards. All of these protocols (DPNSS, QSIG, ETSI, and
Q931A are supported by adifferent signaling stack inthe VNS. Thusin VNS, signaling stack refers
to the particular signaling protocol to be supported by the UNI port or the VNS.)

Each E1 Network Interface Card (NIC) in an VNS server can interface with 30 signaling channels.
(The second E1 NIC card in the VNS provides redundancy.)

Note CASswitching, whichisnot anSDN variant or message oriented protocol, is also supported
by VNS Release 3.0. This support requiresthe IGX UVM-C card and switched software rel ease 8.5.
Thisfeature is described in Appendix |, Channel Associated Signaling Voice Switching.
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Cisco WAN Switching Networks

Cisco WAN switching networks are public or private networks built around Cisco cell-switching
nodes. These nodes utilize Cisco ' s patented FastPacket technology and/or standards-based
Asynchronous Transfer Mode (ATM) and are designed to support multiple applications integrating
voice, constant and variable-bit rate data, video, frame relay, and ATM services on one multimedia
wide area network.

Permanent Virtual Circuits (PVCs)

A virtua circuit only allocates a physical connection when there is datato send. The connection
between two devicesis set up at the start of transmission, or when the network is configured. A PVC
issimilar to adedicated private line because the connection is set up on a permanent basis. Frame
relay PV C standards are well defined.

The Cisco WAN Switching System Overview contains further information about Cisco WAN
switching networks and frame relay circuits

Frame Relay PVCs

Frame Relay PV Cs are used in the Voice Network Switching application for the signaling channels
between VNSs. Frame relay PV Cs are identified by their Data Link Connection Identifier (DLCI),
which identify logical connectionswithin ashared physical channel. Network nodes normally route
frames through a network based on their DL Cls. Frames with the same DL CI are associated with a
single logical channel, or PVC.

Switched Virtual Circuits

With aswitched virtual circuit, there must be some signaling mechanism to build a connection each
time the user (i.e., PBX) needsit. In addition, when the call is disconnected, there must be a
mechanism for the orderly disconnection of the call, and the network’ s resources must be
relinquished. During adisconnect, the Cisco WAN switching network sweepsthrough itsconnection
tables and removes the connection. (Typical call setup and call disconnect sequences were described
earlier.)

On the edge of the Cisco WAN switching network, i.e., from the PBX to the network, the signaling
mechanismiseither DPNSS, QSIG, Q931A, or AT& T 4ESSISDN protocol. Within the Cisco VNS
network, from VNS-to-VNS and VNS-to-1 GX/IPX switch, this signaling mechanism is handled by
a Cisco Proprietary Network-to-Network Interface (SPNNI).

Note VNS-to-VNSsignaling isonly needed when there are multiple VNS areas or domains.

VNS Operation

Setting up and tearing down SV Csis a complicated process. To simplify this process, we will
describe the three main interfaces:

® PBXtoVNS
® VNStoVNS
® VNSto Node (IGX/IPX switch)
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PBX to VNS

For the VNS application, the PBX connectsto a Cisco wide-area switch (e.g., IGX switch) through
a Channelized Voice Module (CVM), a Universal Voice Module (UVM), or an IPX’s Channelized
Data PAD (CDP), which terminates an E1 PRI. The E1 PRI contains both the bearer channels with
user’svoice or dataand a D channel, the signaling channel. The bearer channels should be routed to
the far-end or which ever termination point the user is trying to call. Before that can happen, the
network must setup the call or calls. The signaling channel, the D channel, carries the messages to
begin the call setup process.

Therefore, the D channel must be routed to the VNS responsible for the node to which the PRI is
connected. In Figure 1-4, there is one VNS with two nodes, local and remote, inits area. There are
two PBXs, PBX 1 and PBX 2, attached to these nodes. Both of these PBXs have E1 PRI interfaces
terminating on aCVM in an IGX switch. Inthe E1 PRI, the signaling channel, typically timeslot 16
(TS16), must be routed to the VNS over a PV C. There must be asignaling channel configured (i.e.,
aPVC added) for every PBX inaVNS' sdomain.

SoinFigure 1-4, therewould be two PV Csproviding signaling channelsto the VNS. Thefirst would
bealocal connection, i.e., aDACS connection on the local node connecting the CVM connected to
the PBX 1 to the CVM connected to the VNS sE1 NIC. The other signaling channel would be from
the CVM on the remote node connected to the PBX 2 to the VNS E1 NIC. This PV C would be
carried over the E1 trunk in Figure 1-4. (Remember an E1 NIC can manage up to 30 signaling
PVCs)

Asshownin Figure 1-4, the PBX to VNS network (i.e., Cisco wide-areaswitch) interfaceisreferred
to as a User-to-Network Interface (UNI). Thisinterface is also referred to as a UNI port. Both
signaling channels and voice channels are carried across the UNI port. The connection between the
VNS'sE1 NIC and the node’s CVM or UVM( or CDPin an IPX) isreferred to as a Voice Port in
VNS terminol ogy.

Figure 1-4 VNS Domain with Two Nodes
Sirgle WhS area with
lavzad amd ram ol rides WS
| Ei M |
---------------- Woige port
Signalling
Pz =
i AL i
E1 1 Ed
FRI | Ei Trunk ! PRI
PE 1 —{ e | [ T MTH | [ cumdi |— PER 2

1 1

1 1

1 1

i = = i

i Lozl niode R oe node i

1 1

1 1

1 1

Lz -0 -rechancr b Uzar-tonetvark =
ineriace (UMD irerface [ UMD 2

1-12 VNS 3.0 Installation and Operation



PBXto VNS

Note Specific technical information about the CVM (and UV M) can be found in the Cisco IGX
8400 Series Installation and Cisco IGX 8400 Series Reference manuals. Specific technical
information about the CDP can be found in Cisco IPX Installation and Cisco |PX Reference
manuals. Note that the limitations of the UVM card, such asonly 16 channelsfor LDCEL P available
on port 1, as described in the Cisco IGX 8400 Series Reference, apply to UVMs employed in VNS
networks.

Configurable Cause Codes

When acall isterminated abnormally, some PBXs can re-route the call on adifferent trunk based on
the cause code that is contained in the Disconnect, Release, or Rel ease compl ete message. Often, the
re-route has to be done for different disconnection causes, but PBXs can be configured to re-route
on alimited set of cause codes. For thisreason, the VNS provides away to map any cause codeto a
different cause code. Since different PBXs use different cause codesto trigger re-routing, the cause
code mapping must be done on a per-port or a PBX-type basis. The VNS creates a cause code
mapping file that is associated with a specific port during configuration. This same file can be
associated with all the ports connected to the same type of PBX. Thefileis created and edited
through the VNS Configuration Interface. For more information, see Cause Code Mapping in
Chapter 7.

Port D-Channel Preferred Routing

Often the UNI port ison anode which is not directly attached to the VNS doing the signaling for
that area. In this case, which isillustrated in Figure 1-5, the signaling channdl (that is, D channel)
may be routed to the VNS by more than one path. In this example, the D channel from BPX 2 could
be routed to the VNS through either E1 Trunk 1 or E1 Trunk 2. The VNS Configuration Interface
allows you to configure a preferred route for the D-channel connection between the PBX (that is,
UNI port) and VNS. In this example, you could configure a preferred route over E1 Trunk 1 or E1
Trunk 2. The Port Preferred Route option allows you to specify up to 9 hopsin the preferred route.
This option allows the network operator to avoid network congestion and to provide load balancing
and resiliency across network trunks. This feature is described further in Chapter 7 in the section
Configuring Preferred D Channel Routes.

Figure 1-5 Port D Channel Preferred Routing
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VNS to VNS

In a Voice Network Switching network with multiple domains, every VNS must be able to
communicate with every other VNSin the network. Thisfull-mesh topology providesthe overlaying
signaling plane necessary for the network to route and deliver SV Cs. This messaging plane provides
flow control mechanisms, so that once a call is admitted, it will be reliably delivered to the
destination. (The VNS-to-VNS interface is only required when there are multiple VNS areas.)

InFigure 1-6, VNS 1 and VNS 2 are in different areas. They each reside over their own domain.
(They could have other nodesin their respective domains, but they aren’t shown here.) They are both
directly attached to an IGX switch through a Frame Relay Module (FRM). There must be aframe
relay PV C configured between these two VNSs. When thereis a Frame Relay PV C established
between the two VNSs, they are considered to be locally adjacent.

Thelogical connection between the two VNSs, indicated by the dashed linein Figure 1-6, is

considered anetwork-to-network interface (NNI). InaVNS network, thisisaCisco Proprietary NNI
(SPNNI) protocol, and thus this connection is often referred to as a SPNNI connection. One end of
thisinterface will be configured as the user side (user-spnni) and the other side will be configured as
the network side (network-spnni). SPNNI ismedia (or physical layer) independent and both reliable

and efficient.
Figure 1-6 VNS to VNS PVC
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Local Adjacency Preferred Routing

The SPNNI connection between two locally adjacent VNSswill often traverse several routing nodes
which are not shownin Figure 1-6. In such acase, there will be more than one possible route between
thelocally adjacent VNSs. Figure 1-7 illustrates asimple case where there is more than one possible
path for routing the SPNNI connection between locally adjacent VNS 1 and VNS 2. The VNS
Configuration Interface allowsyou to configure apreferred route for the SPNNI connection between
these locally adjacent VNSs. In this example, it will allow you to specify the route over E1 Trunk 1
or E1 Trunk 2. The Local Adjacency Preferred Routing option allows you to specify up to 9 hopsin
the preferred route. This option allows the network operator to avoid network congestion and to
provide load balancing and resiliency across network trunks. This feature is described further in
Chapter 7 in the section Local Adjacency Preferred Route Information.

1-14 VNS 3.0 Installation and Operation



VNS to Node (IGX/IPX Switch)

Figure 1-7 Local Adjacency Preferred Route
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SPNNI Operation
The actual SPNNI connection between two locally adjacent VNSsis added through the VNS
Configuration Interface. The VNS adds the connection as adefault Frame Relay PV C. Occasionally
the default Frame Relay connection default parameters will have to be modified to accommodate
network traffic. Appendix G, SPNNI Operation, provides further information about modifying the
Frame Relay parameters between locally adjacent VNSs.

VNS to Node (IGX/IPX Switch)

A VNS finally must be able to communicate with the nodes, e.g., the Nodal Processor Module
(NPM) inan IGX switch (or NPC in an IPX switch), initsarea. (Nodal Processor Modules are
commonly referred to as Network Processor Modules.) The VNS-IGX interface provides |P
connectivity used for exchanging |P messages between the VNS and both local and remote nodes.

These | P based messages are exchanged for the following purposes:
® Exchange circuit build commands and responses.

® Report circuit/port/card status to the VNS. The VNS needsto be informed of all the interface
outages so that it can clear all the calls that go through those interfaces outages.

® Exchange heartbeat messages. The VNS needsto detect when the node or has gone out of service
so that it can clear all the calls that go through the downed equipment.

The VNSissues commands, such asbuild or remove acircuit, through its ethernet connection. These
messages are typically between the VNS and the NPM (or NPC) and use the message network and
protocols already built into Cisco WAN switching networks. When the VNS communicates with a
remote node, i.e., anodein its domain to which it does not have adirect Ethernet connection, it uses
IP Relay, aCisco proprietary messaging protocol. With IP Relay, thelocal node, e.g., the |PX’sNPC,
acts as arouter which relays the message, an | P packet, to the remote node’s NPM. Figure 1-8
illustrates a VNS with 2 nodes in its domain. It is directly connected to IGX switch 1, and
communicates with IGX switch 2 using IP Relay.
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VNS to StrataView Plus Workstation

Figure 1-8 VNS to Node
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VNS to StrataView Plus Workstation

The VNS communicates with the StrataView Plus Network Management System primarily to
provide status information. StrataView Plus processes and logs all traps reported by the VNS. The
VNS, which receivesand processtrapsfrom the IPX, usesthe Cisco Robust Trap Mechanism (RTM)
to send SNMP Trapsto the StrataView Plus workstation. As shown in Figure 1-9, the VNS is
typically connected to an StrataView Plus workstation through an Ethernet connection.

Note If the SV+ Workstation is collecting statistics, it is recommended that it not be connected to
the same Ethernet segment asthe VNS. In this case, the SV + Workstation should be remotely located
from the VNS and its co-located node.

HP OpenView, running with StrataView Plus, also provides a menu option to check the status of the
D-channel and SPNNI-channel signaling channels. The D-Channel Status and SPNNI-Channel
Status windows are described in Appendix B, Troubleshooting.

Since the VNS processes traps, it is registered as a SNMP manager in the Cisco WAN switching
network. Thisleaves room for 7 Cisco StrataView Plus systems in the network.
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VNS Network Icons

Figure 1-9 VNS to StrataView Plus Workstation
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VNS Network Icons

VNS icons are added through a manual configuration procedure to the StrataView Plus network
topology maps. The icons can represent both the active and standby VNSsin aredundant pair. This
icon shows only the existence of the VNS. The VNS icon isonly visible on the StrataView Plus
workstation where it was added.

StrataView Plus does not manage the VNS object. StrataView Plus does, however, receive SNMP
Traps from the VNS and will display the status of the VNS with different colors as follows:

Green Normal

Yellow Minor alarm

Red Magjor alarm
Brown VNS unreachable

When a D channel fails or afailureis cleared, the node (IGX or IPX switch) will send SNMP traps
to the VNS. The VNS processes these traps and generates a trap which it sendsto StrataView Plus.
(The D channel trap processing only occurs for the DPNSS protocol because the QSIG protocol
already has a mechanism in place to handle D channel failures.) StrataView Pluswill display the
alarm and change the VNS icon color in the topology map.

The procedure for adding a VNS icon to StrataView Plusis described in Chapter 6 in the section,
Adding a VNS Object to the SV+ Topology Maps.
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Redundant Pairs

Each VNS domain can be serviced by a VNS redundant pair, that isa VNS system. As shown in
Figure 1-10, one VNS is configured as the active, the other is configured as standby. The redundant
pair of VNSs are connected over an ethernet for the following functions:

® Toresolvetheir redundancy roles
® For the active VNS to update the standby VNS
® For the standby VNS to check the sanity of the active VNS

The VNSswill changeroles, i.e., switchover, when the active VNSis no longer in normal operation
or when the network operator changes its mode through the CLI. The former case will be detected
by the standby VNS missing RR Keep Alive messages from the active VNS; the later caseis
indicated by the SNMP SET on the VNS role MIB message received from the CLI. When a
switchover occurs, existing SV C calls created by the active VNS will be cleared, PBX-to-VNS
signaling PV Cs will be switched over to the newly active unit, which will assume the same
provisioning and configuration as was maintained by the previous active VNS.

Figure 1-10 VNS Redundant Pair
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Although there are two E1 NICsinstalled in every VNS, they both do not have to be connected to
the node. And although Figure 1-10 shows the active and the standby VNSs connected to different
FRM cards, they do not have to be. They could be connected to different physical ports on the same
card. (A CDP on an IPX switch has only one physical port.) The VNSs are typically connected to
one another and to the node through a 10BaseT ethernet hub.
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CVM Redundancy

The CVM redundancy feature provides optional VNS-based redundancy that is not based on normal
CVM-based redundancy. With normal CVM-based redundancy, each E1 NIC card in aVNS hasto
be connected through aY-cableto two CVM (or UVM) cardsin the node. So theoretically to provide
redundancy for all the nodes CVM cards attached to the VNS, a redundant pair of VNSswith 4 E1
NIC cards would require 8 CVM ports.

The VNS CVM redundancy feature eliminates the need for redundant CVM (or UV M) ports
attached to each E1 NIC card. Thisfeature, which is enabled or disabled in the VNS Configuration
Interface, processes CVM card failure SNMP Traps from the node. When a CVM fails, the VNS
receives a Trap. The VNS determines if the failed CVM is attached to a VNS E1 NIC. If the failed
CVM isattached to the VNS, and the standby VNS is up and not in afailed state, the VNS will
trigger a switchover to the redundant standby VNS.

Note The CVM Redundancy feature appliesto UVM cards as well.

Configuration and Provisioning

Before the Voice Network Switching network can provide SVCsin response to a call from aPBX,
theindividual VNSs must be both configured and provisioned.

VNS configuration includes:
® Setting the VNS up for the local environment.
® Configuring PV Cs between the PBX E1 PRIs and the VNS.

® Configuring PV Cs between every VNS in the network. (This step is only necessary when there
aremultiple VNS areas.)

Provisioning, which is done mainly through the VNS Configuration Interface, a command line
interface (CL1), includes the following tasks:

® Adding cardsto an IGX switch, configuring the card, and entering the information to the VNS's
service database.

® Configuring ports and entering the information in the VNS database.
® Assigning addresses to B channels (bearer) channels on the E1 PRI.
® Propagating new addresses (or prefixes) to other VNSs.

Network Addressing

The VNS command line interface allows you to assign address prefixes of up to 30 digitsfor aVNS
area, and individual addressesat a UNI port of up to 40 digits. These addressesidentify the end-users
participating in call attempt as the called party or calling party. These addresses are a
telephone-number-like format and assigned according to the VNS-user’ s numbering plan.
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Wildcard Addressing

The VNS allows the use of wildcards (*) when configuring addresses and address prefixesin a
network. This simplifies addressing and speeds up call routing. In addition, awildcard can be used
to replace a pattern of digits for situations where the addresses originating from or destined to a
specific port or service area require a common transformation. Wildcard addressing is described
further in Chapter 7, Understanding the VNS Configuration Interface.

Numerical Sorting of Addresses

Configured addresses are stored as Address | nformation recordsin the VNS Database. Theserecords
aredisplayedin descending order with the largest numerical addressdisplayed first. Thusan Address
Information record of 8000 is displayed for 7999 which is displayed before 900, etc. Thereisfurther
information about Address Information records in Chapter 7 in the section Address Information.

Address Screening
TheVNSallowsyou to screen addresses, that is, filter calling party and called party numbers. Using
the VNS Configuration Interface, you can create lists of calling party (source addresses) or called
party (destination addresses) which you will either allow or disallow on a per-UNI-port basis. There
is further information about address screening in Chapter 7 in the sections Address Screening
Information and Screening Type Information.

Address Translation

The VNS provides address (that is, number) translation to route public network tel ephone numbers
over aVNS private networks. This translation feature can be used to translate a public number to a
private number for Break-In and a private number to a public number for Break-Out. Number
translation is configured with the VNS Configuration I nterface and is described further in Chapter 7
in the section Transformation Rules Information. The Break-Out/Break-In (BOBI) feature is
described in this chapter in the section, Break-Out/Break-1n Feature.

VNS Database

The VNS Configuration Interface is a series of menus that are used to configure and provision the
VNS. When amenu is completed and saved, it becomes arecord in the VNS database, which is
stored onthe VNS disk. You can usethe VNS Configuration Interface to browse the database aswell
asto modify it.

Database Integrity

The VNS provides a database integrity mechanism to allows you to have confidence that the VNS
databaseisintact and uncorrupted. The database integrity mechanism uses checksums on individual
records in the VNS database to detect incomplete database, a partial database, or corrupt fieldsin
database records.

The VNS database integrity is checked during the following operations:
® Whenthe VNSisinitialized

® When the database is modified through the Configuration Interface
® Beforethe database is backed up

® Beforethe database is copied to a standby VNS in aredundant pair
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Configuration Save and Restore

® When the Configuration Interface isinvoked

® When an operator uses the Validate Data Base option on the VNS Configuration Interface

Caution .Database corruption that occurson apower failure can be corrected only by restoring the database

A from abackup. The database integrity mechanism will only detect such afailure; it can not prevent or recover
from it. Therefore, you should perform database backups on aregular basis. The procedure for backing up
your database is described in Chapter 8 in the section Saving and Restoring the VNS Database.

In aredundant pair of VNSs, the database checksums files are also updated from the active VNS to
the standby VNS along with the database.

Thereis further information about the VNS Configuration Interface Validate Database option in
Chapter 7 in the section Validate Data Base.

Configuration Save and Restore

Configuration and provisioning information is saved on the VNS in a database file. The VNS
provides commands for saving this database file in a flat-file format which can be transferred
(FTPed) to another platform, such as a SV + Workstation, as a backup or archive filein case the
current database is corrupted. (Note that the VNS Configuration and Restore procedure is not the
same asthe SV+ Config Save and Restore feature.) This backup database can then be restored on the
VNS. Chapter 8 contains procedures for using the Configuration Save and Restore feature.

Multihomed E1 Links

Multihoming is the provisioning of two or more links to the same end-user CPE. A site may be
multi-homed to multiply the bandwidth capacity to meet increased traffic requirements. In addition
to increased bandwidth, multihoming provides the following benefits:

® Increased hit-ratio of successful calls
® | oad-sharing
® Backup circuits (site redundancy), etc.

Figure 1-11 illustrates a simple example of multihoming. In this case, CMV 1 on IGX switch 1 and
CVM2 on IGX switch 2 are multihomed to one another. Both CVM ports have been configured for
the sameport address, Address 100. (Although in thisexample both CVM ports are shown connected
to the same PBX, they could be connected to separate PBXs; although thisistypically not done.)

Figure 1-11 Multihoming
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When the Far-End placesacall to Address 100, the VNSwill processthe call. When the VNS detects
acall to address 100, i.e., to amultihomed port, it will step through an algorithm to determine which
CVM port to use to reach Address 100. This algorithm takes into consideration the prevailing
conditions of each port and other criteria, such as:

® Port with least errors.
® Port with most bandwidth available.
® Port with the least amount of transients (that is the fewest amount of callsto it).

® Or around-robin alternation between each port. Round-robin will provide traffic balancing for a
pair of multihomed ports. When it is selected, the VNS will aternate calls between the ports as
well as using current prevailing conditions, such as a port being down or not having the
bandwidth available for acall at that time.

These selection criteria are specified during the configuration of the port with the VNS
Configuration Interface. The user-configurable parameters include:

® Select Policy used to specify either the Port with least errors, the Port with most bandwidth
available, the Port with least amount of transients, or a simple round-robin alternation pattern.

® Weightage providesaweight for the selection policy when there are more than one type of Select
Policy applied to each multihomed pair.

UNI ports are always multihomed in pairs. If the IGX switch 1 CVM1 is multihomed with the IGX
switch 2 CMV2, it implies that CYM2 is also multihomed with CVM1. But CVM2 could be
independently multihomed with CVM1, using adifferent set of port selection criteria; therefore each
pair of multihomed ports will require two records in the VNS database.

Multihoming to a Single Primary Port

1-22

A typical use of multihoming isto multihome several portsto asingle primary port. In Figure 1-12
for example, three separate ports will be multihomed to a single primary port. In this case, the
primary port will be IGX switch 1 CVM1. There will be three multihomed pairs:

1 IGX 1CVM1lismultihomedto IGX 2 CVM2
2 IGX 1CVM1lismultihomedtoIGX 3CVM3
3 IGX 1CVML1lismultihomedtoIGX 4 CYM4
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Figure 1-12 Multihoming to a Single Primary Port
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Note Note: you could not multihome IGX 1 CVM1toIGX 2 CVM2,IGX 2CVM2to IGX 3
CVM3, and IGX 3 CVM3to IGX 4 CVM4 to achieve the same resullts.

When the Far-End places acall to Address 100, the VNS will processit. After determining that it is
acall toaddress 100, i.e., to amultihomed port, the VNS will step through an algorithm to determine
which CVM port to useto reach Address 100. I n this case, when determining the CMV port to route
the call through, the VNS would step through al the selection criteria for each of the multihome
pairs. Then it would route the call through the appropriate port.

Multihoming configuration parameters are discussed further in Chapter 7 in the sections Multihome
Port Configurations and Multihome Policy Configurations.

Break-Out/Break-In Feature

Voice Network Switching supports the Break-Out/Break-In (BOBI) feature. BOBI allows
interworking between Euro ISDN (ETSI) and DPNSS or between ETSI and QSIG. Asshownin
Figure 1-13, thisfeature allowsauser connected to aDPNSS (or QSIG) PBX to call out (Break-Out)
to the European public ISDN network through the Cisco WAN switching. Conversely, it also alows
auser on the European public ISDN network to call in (Break-In) to auser connected to a DPNSS
(or QSIG) PBX through the Cisco WAN switching. Asdescribed in the section, Address Translation,
the VNS addresstransl ation feature can be used to transform public network addressformatsto VNS
private network formats, and vice versa.

BOBI alows calls to be routed long distances using private facilities. BOBI calls can:
® QOriginate within or outside the private network
® Can terminate within or outside the private network

® Can originate and terminate outside the private network
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Figure 1-13 Break-Out/Break-In Feature
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With the BOBI feature, there are six types of connections:
® DPNSSto DPNSS (as was available with Release 1.0)
® DPNSSto ETSI (Euro-ISDN) (Break-Out)

® QSIGto ETSI (Euro-ISDN) (Break-Out)

® ETSI (Euro-1SDN) to DPNSS (Break-1n)

® ETSI (Euro-1SDN) to QSIG (Break-1n)

® ETSItoETS

The VNS maps the DPNSS to ETSI (Euro-1SDN) according to BTNR 1891 Interworking between
DPNSSL and ISDN Signaling Systems, December 1993. The VNS maps QSIG to ETSI according
to ETS 300 102 and ETS 300 172.

Call Detail Records

The VNS creates and stores Call Detail Records (CDRs) for voice (or data) SV Csthat it establishes.
CDRsarecreated at the originating-end VNS onceacall isset up. CDRsidentify whether itisavoice
or datacall, the calling and called numbers, the local and remote node names, date and timestamp,
elapsed time in seconds and Call Failure Class (that is, cause codes).The CDRs are stored in afile
and retrieved at afixed interval by the StrataView Plus workstation or by any server attached to the
Ethernet. The VNS Configuration Interface allows you to configure CDR File Countsand CDR File
Intervals which define the number of CDR files generated and the interval for which a CDR file will
be generated.

Thereis further information about Call Detail Recordsin Appendix C, Call Detail Records.

Technical Assistance

If you are a network administrator and need personal technical assistance with a Cisco product that
isunder warranty or covered by amaintenance contract, contact Cisco’ s Technical Assistance Center
(TAC) at 800 553-2447, 408 526-7209, or tac@cisco.com. To obtain general information about
Cisco Systems, Cisco products, or upgrades, contact 800 553-6387, 408 526-7208, or
cs-rep@cisco.com.
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Dial-In Support

Cisco recommends that a modem be attached to the VNS to provide remote access for our Product
Support and Technical Assistance Center (TAC). With an attached dial-in modem, Product Support
canlogin remotely and resolve potential problems. (Modem accessis required during field trials of
Voice Network Switching.) Appendix D contains further information about Dial-In Support.

VNS Hardware and Software
The currently available hardware and software options of the Voice Network Switching (VNS) are

listed in Table 1-2.

Table 1-2 VNS Models and Options

VNS Model Numbers Description

VNS-AC-E (or -DC-E) Voice Network Switching (VNS) system (newer models)
Redundant pair of VNS servers

Ordering options are provided for AC or DC systems

Voice Network Switching (VNS) Feature Software

VNS-SW-QSIG-2.1

QSIG release 2.1 protocol feature

VNS-SW-QSIG-3.0

QSIG release 3.0 protocol feature

VNS-SW-DPNSS-2.1

DPNSS protocol feature

VNS-SW-Q931A-2.1

Q931A (Japanese ISDN) protocol feature

VNS-SW-CAS-2.2

VNS QSIG protocol modified to work with the IGX UVM with model B
firmware (switched software release 8.5) and provide CAS Voice
Switching. See Appendix I, Channel Associated Signaling Voice
Switching, for details about this feature.

Voice Network Switching (VNS) Additional Port License

VNS-LIC10-PRI

CDP/CVM T1/EL1 port software license--additional 10 ports
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CHAPTER 2

Site Requirements

This chapter provides information about the site requirements required installing a VNS system.
Normally, the VNS is co-located with an IGX or IPX switch and installed in the same rack; the
node’ srack requirements are covered in the appropriate Cisco |GX 8400 Series Installation or Cisco
IPX Installation publications.

This chapter contains the following sections:
® Electrical Power Source

® Environment

® Rack Requirements

® Termind

® 10BaseT Ethernet Hub

Electrical Power Source

A

AC Power

An AC or DC power source must be easily accessible within 6 feet of the VNS. The VNS must be
powered from a dedicated branch circuit. An easily accessible disconnect device should also be
included in the facility wiring.

Caution  Cisco recommends that a battery-backup or uninterruptable power source (UPS) be provided for
the VNS in case of power failures.

The AC Power input must meet the requirementslisted in Table 2-1. The VNS automatically adjusts
to input voltages within its range.

Table 2-1 AC Power Input

Minimum Nominal Maximum
Input voltage 90 VAC 120/208 VAC 264 VAC
Line frequency 47 Hz 50/60 Hz 63 Hz
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Environment

DC Power
The DC power input must meet the requirements listed in Table 2-2.
Table 2-2 DC Power Input
Minimum Nominal Maximum
Input voltage -40VDC -48VDC -60VvDC
Ground
DC Ground a48V DC power feed, if used, on the positive 48 volt and safety ground pins.
Ensure that the VNS frame, and all other frames, are attached to an isolated ground
connection.

The nominal operating voltage of the DC-model VNS is—48V DC. The DC source
should be capable of supplying 5 amperes. Only power supplies complying with SELV
reguirements in EN60950 may be connected to the -48 VDC input.

AC An insulated grounding conductor that isidentical in size to the grounded and
ungrounded branch circuit supply conductorsisto beinstalled as part of the branch
circuit that supplies the device. This conductor has green insulation with yellow
stripes.

Circuit Breakers

A 15A DC circuit breaker isrecommended for the 48 VDC power source which supplies DC power
to the DC version of the VNS. In North America, this circuit breaker should conform to NEC
(ANSI/NFPA 70) and CEC (Part 1, C22.1) for protection against excess currents, short circuits, and
earth faults.

A 20A AC circuit breaker is recommended for the 120/208 VAC power source which supplies AC
power to the AC version of the VNS. In North America, thiscircuit breaker should conform to NEC
(ANSI/NFPA 70) and CED (Part 1. C22.1) for protection against excess currents, short circuits, and
earth faults.

Environment

The site must be capabl e of maintaining a maximum ambient temperature of 50° C while the system
is operating (recommended rangeis 20° C to 30° C). Cooling airflow direction isfrom front to rear.

Rack Requirements

2-2

You can mount the VNS into standard 19” rack or a 23-inch racks. (Cisco IGX 8400 Series
Installation or Cisco IPX Installation documents have information about Cisco-supplied cabinet.)
The VNSis5 1/4 inches high. The VNS has front mounting flanges and is shipped with attachable
rear and mid-mounting brackets.
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19-Inch Rack

You can mount the VNS into a standard 19-inch rack (17.75“ +0.12 and -0.00 inches between the
rails), such as Cisco-supplied cabinet, which contains two front and rear mounting rails.

23-Inch Rack

Toinstall aVNSin a23-inch rack, you need to provide adapter brackets to adjust the width of the
rack opening to 17.75 (+0.12 and -0.00) inches. Adapter brackets for installation of 19-inch
equipment are commercially available.

Center Mount Rack

The VNS chassis contains two sets of holes, with attached PEM nuts, for the installation of
mid-mounting brackets. These sets of holes are set back, 5 and 10 inches, from the front of the unit.

Terminal

If you are using aterminal to configure your VNS, communication parameters should be set for
VT100, 9600 baud, parity none, 8 hits, and 1 stop hit.

Note Duringfieldtrias, Customer Servicerequiresthat amodem be attached to the VNSto provide
them with dial-in access. Appendix D contains further information about Dial-In Support.

10BaseT Ethernet Hub

Installation of the VNS typically requires an additional 10BaseT hub to connect the VNS's Ethernet
port to the IGX or IPX switches' LAN port. ThelOBaseT hub must be purchased separately.
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CHAPTER 3

Unpack and Inspect the VNS

This chapter describes the contents of your VNS system shipping package and the physical
characteristics of the VNS front and back panels. It includes the following sections:

® Unpack the VNS
® Examinethe VNS
® Observe Safety Measures

Unpack the VNS

If the shipping container is damaged, or if any of the various shipping indicators show improper
handling of the container, contact your local shipping representative.

Figure 3-1 illustrates the unpacking of the VNS.

Figure 3-1 Shipping Contents
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3-2

The shipping container contains:

VNS Processor (Either VNS-AC-E or VNS-DC-E)

AC power cord

10Base-T Ethernet Cable

R$449 to V.35 cable for Frame Relay Card (part number 72-1415-01)

R$449 to X.21 cable for Frame Relay Card (part number 72-1416-01)

2 Pair 75-Ohm E1 coaxial cables (one pair for each E1 Network Interface Card)
Rear-mounting brackets and fasteners (2 sets) for mounting

Optiona MotorolaV.34R Modem

And apublication:

Cisco Woice Network Switching Installation and Operation, Release 3.0

Note The VNS softwareis factory-installed. Software upgrades are made available on Cisco
Connection On-line (CCO). Contact Cisco Customer Service to find out how to get software
upgrades for your product.

Note The RS449 to V.35 cable or the RS449 to X.21 cable are ordered independently.

VNS 3.0 Installation and Operation



Examine the VNS

Examine the VNS

This section provides descriptions the front and rear-panels of the two VNS models:
®* VNSAC-E
®* VNSDC-E

The external physical differencesin the VNS models are pointed out in this section.

VVNS-AC-E and VNS-DC-E Front Panel

The VNS-AC-E or VNS-DC-E front pandl, illustrated in Figure 3-2, areidentical. They display the
Cisco logo, the product name, and have the following two indicators:

® Power-On indicator indicates that the power ison.
® Statusindicator isatri-colored LED that indicates system status. The status indications are:
— Off-VNSisoff.
— BIlinking red—Unit booting, unit shutting down, factory installed soft-switch cable missing.
— Red-Unit temperature gets too high.
— Green--Unit powered on and ready.
— Yellow—Reserved for future use.

These status indications apply to both the front- and rear-panel Status LEDs.

Figure 3-2 VNS-AC-E or VNS-DC-E Front Panel
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VNS-AC-E and VNS-DC-E Rear Panels

This section contains descriptions of the VNS-AC-E and VNS-DC-E rear panels.

VNS-AC-E Rear Panel

The VNS-AC-E contains the components and connectors shown in Figure 3-3. The Power On/Off
Switch isto the left of the AC-Power Input connector.

Figure 3-3 VNS-AC-E Rear Panel
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The VNS-AC-E has the following connectors and switches:

® AC Power Switch providing both graceful and emergency shutdown capability
® AC Power Connector (Single IEC 20)

® Power-On LED lights green when there is power to the unit

® Status LED providing the same indications as the front-panel Status LED

® Frame Relay Card RS449 connector

® Voiceport 1 (E1 Network Interface Card) 75-ohm BNC connectors

® Voice port (E1 Network Interface Card) 75-ohm BNC connectors

® FEthernet Port RJ-45 Connector (referred to as a 10BaseT connector)

® Two Seria Port DB25 Connectors (for attaching alocal terminal)

Note The factory-installed cable shown in Figure 3-3 is known as the soft-switch cable. Itis
installed from one of the DB25 connectors to a DB15 connector next to the AC power switch. If it
isnot installed, the Status LEDs will blink red.
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VNS-AC-E and VNS-DC-E Rear Panels

Note Unlabeled connectors are not used in VNS applications.

VNS-DC-E Rear Panel
TheVNS-DC-E rear panel containsthe components and connectors shown in Figure 3-4. As shown,
the VNS-DC-E hasinputs for two DC power inputs (DC Input A and DC Input B). Typically these
DC inputs are from separate DC power sourcesto provide for protection against a DC power source
failure. Each DC input hasits own circuit breaker.

Figure 3-4 VNS-DC-E Rear Panel
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The VNS-DC-E has the following connectors and switches:
® DC Power Switch providing both graceful and emergency shutdown capability

® Two DC Power Connectors (Euro-style plugable terminal connector receptacles)
(Phoenix P/IN DFK-MSTB 2,5/3-GF-5.08)

® Power-On LED lights green when there is power to the unit
® Status LED providing the same indications as the front-panel Status LED
® Two circuit breakers:

— Breaker A GOOD green LED ison when circuit breaker A is not tripped, off when circuit
breaker is tripped

— Breaker B GOOD green LED is on when circuit breaker B is not tripped, off when circuit
breaker is tripped

® Frame Relay Card R$449 connector
® Voiceport 1 (E1 Network Interface Card) 75-ohm BNC connectors
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® Voice port (E1 Network Interface Card) 75-ohm BNC connectors
® FEthernet Port RJ-45 Connector (referred to as a 10BaseT connector)
® Two Seria Port DB25 Connectors (for attaching alocal terminal)

Note Unlabeled connectors are not used in VNS applications.

Note The factory-installed cable shown in Figure 3-4 is known as the soft-switch cable. Itis
installed from one of the DB25 connectors to a DB15 connector next to the DC power switch. If it
isnot installed, the Status LEDs will blink red.

E1l Network Interface Card LEDS

The only status indicators on the rear panel of the VNS are the four LEDs on each E1 NIC.
Figure 3-5illustrates the location and the color of these LEDS. Table 3-1 describes what each LED
indicates.

Figure 3-5 E1 NIC LEDs
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Table 3-1 E1 NIC LEDs
LED Function
Green Link is active.
Blue Loss of sync.
Red Loss of carrier.
Yellow Remote alarm.
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Observe Safety Measures

To ensure safe performance as well asto maintain the integrity of your VNS, please observe afew
safety measures as you proceed with thisinstallation.

Do not modify theinternal or electrical assembly of VNS equipment.

Protect the VNS from overheating; ensure that openings in the equipment are not blocked or
covered. Never place the unit near any source of heat.

Handle with care; rough treatment may damage sensitive components.

Always turn off the power to the VNS before moving it.
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CHAPTER 4

Rack Mounting the VNS

This chapter describes three mounting methods for positioning your VNS in arack.The different
mounting procedures are described in different sections. This chapter contains the following
sections:

® Rack Types
® Rack Mounting the VNS-AC-E or VNS-DC-E
® Rack Mounting the Redundant VNS

E Caution Installation should be performed by authorized personnel only.

Rack Types

You can flush mount the VNS into a 19- or 23-inch rack, or you can center mount it. For either
mounting method, you need to alow enough clearance space at the front of the rack to enable
removal and replacement of the VNS.

19-Inch Rack

You can mount the VNS into astandard 19” rack (17.75" +0.12 and —0.00 inches between therails),
such as Cisco-supplied cabinet, which contains two front and rear mounting rails. The VNS has a
front mounting flange and rear-mounting brackets that will align with the mounting rails.

23-inch Rack

To use a23-inch rack for INSinstallation, you need to provide adapter brackets to adjust the width
of the rack opening to 17.75 (+0.12 and -0.00) inches. Adapter brackets for installation of 19-inch
equipment are commercially available.

Center Mount Rack
The VNS can be mid-mounted by using the holes at the sides of the VNS chassis.
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Rack Mounting the VNS-AC-E or VNS-DC-E

Caution TheVNSisasingle, enclosed unit and weighs approximately 60 Ibs. Use two peoplewheniitis
A necessary to lift it into place.

To rack mount the VNS-AC-E or VNS-DC-E, follow these steps:

Step 1 From the front of the rack, slide the VNS-AC-E or VNS-DC-E into the rack and secure
the holes in the front mounting flanges to the holes in the rack mounts.

Step 2  Fromtherear of the rack, position the rear-mounting brackets, shown in Figure 4-1, on
the outside of the VNS-AC-E or VNS-DC-E chassis.

Step 3 Loosely secure the rear-mounting bracket to the VNS-AC-E or VNS-DC-E chassisusing
the screws that were supplied.

Step 4  Secure the rear-mounting brackets to the rack’ s mounting posts.

Step 5  Tighten the four screws holding the rear-mounting brackets to the VNS-AC-E or
VNS-DC-E chassis.

Figure 4-1 Rear-Mounting Brackets Attached to Chassis
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Rack Mounting the VNS-AC-E or VNS-DC-E

To mid-mount the VNS-AC-E or VNS-DC-E, follow these steps:

Step 1 Attach the mid-mount right-angle brackets to the VNS-AC-E or VNS-DC-E chassis using
the mounting holes shown in Figure 5-5. (Make sure to use the same set of holes, either
4.5-inch or 10-inch, on each side.)

Figure 4-2 Mid-Mounting Holes and Right-Angle Bracket
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Step 2 From the front of the rack, slide the VNS-AC-E or VNS-DC-E into the rack until the
Mid-M ounting brackets are up against the rack posts.

Step 3 Securethe holesin the Mid-mounting Right-Angle bracketsto the holesin the rack mounts.

Step 4 From therear of the rack, position the mid-mounting brackets on the outside of the
VNS-AC-E or VNS-DC-E chassis.

Step 5 Loosely secure the rear-mounting bracket to the VNS-AC-E or VNS-DC-E chassis using
the screws that were supplied.

Step 6 Secure the rear-mounting brackets to the rack’ s mounting posts.

Step 7 Tighten the four screws holding the rear-mounting brackets to the VNS-AC-E or
VNS-DC-E chassis.

Figure 4-3 Rack-Mounted VNS
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Rack Mounting the Redundant VNS

The redundant, or second VNSin aredundant pair, israck mounted in the samerack asthe IGX/IPX
switch exactly like the first VNS. Figure 4-4 illustrates a redundant pair of VNS'sin atypical rack.

Figure 4-4 VNS in Rack
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CHAPTER 5

Connecting Power to the VNS

This chapter assumes that your VNS is racked, cabled, and ready for startup. You are now ready to
connect AC or DC power, turn on the VNS, and access a UNIX login prompt. Guidelines for VNS
shutdown are also provided at the end of this chapter. This chapter includes the following sections:

® Connect AC Power to the VNS-AC-E

® Connect DC Power to the VNS-DC-E

® Connecting Power to a Redundant VNS
® Powering Up the VNS

® Shutting Down the VNS

Caution VNS power outages can result in service failures and can be difficult to recover from. Cisco
A recommends that the VNS always be connected to redundant power sources or a battery backup system.

Connect AC Power to the VNS-AC-E

The VNS AC power cord is designed to work with single-phase power systems. Appendix A, Cable
Information, provides further information about the AC Power cable supplied with your VNS.

The AC-Power connector and the ON/OFF Switch are on the | eft-side of the rear panel as shownin
Figure 5-1.

To connect AC power to the VNS-AC-E, follow these steps:

Step 1 Makesurethe power switchisinthe Off position, by pressing the side of the On/Off Switch
labeled 0.

Step 2 Attach the power cord to the AC Input connector.
Step 3 Attach the other end of the power cord to the AC power source.

Step 4 Turn power on by pressing the side of the On/Off Switch labeled 1.
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Connect DC Power to the VNS-DC-E

Figure 5-1 AC-Power Switch and Connector
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Connect DC Power to the VNS-DC-E

5-2

The DC Input Connectors and On/Off Switches are on the rear panel as shown in Figure 5-2. The
two DC Input connectors are EURO Block three-pin male receptacles. Female EURO mating
connectors are provided in the VNS-DC accessories bag which was part of the shipping kit.

To connect DC power, follow these steps:
Step 1 Make surethat both DC power inputs are off by pressing the O-side of their circuit breakers.
Step 2 Make surethe DC source is off.

Step 3 The cable from the DC-power source should have 3 insulated #14 AWG wires (stranded);
the insulation should be stripped back 0.25” (6 mm) on each wire end, where you connect
the female EURO connectors supplied in the accessories bag.

Step 4 Observe the way the polarized female EURO connectors will mate with the DC input
connector. Insert each wire into the correct hole in the female Euro connector (see
Figure 5-2). Secure each wire by tightening the screws in the connector. As you face the
rear panel, both DC input connectors are oriented as follows:

Pin 1. -48 VDC, is on the |eft as you face the unit
Pin 2: Safety Ground
Pin 3: -48 VDC Return

Step 5 Insert one (or both) female EURO connectors now connected to the cable from the DC
sourceinto DC Inputs A and/or B.

Step 6 Turn on the DC source.

Step 7 Turn on DC power to the VNS by pressing the 1-side(s) of the DC circuit breakers, Power
A, and/or Power B, asrequired. The press the 1-side of the DC power switch.
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Figure 5-2
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You connect power to the redundant VNS, or second VNS in aredundant pair, exactly asyou did for

thefirst VNS.

Powering Up the VNS

The first time you power on your VNS, you should perform the procedures described in the next
chapter, VNS Interface Connections. These procedures include connecting aterminal to the VNS,
connecting it to the IGX or IPX switch, and connecting it to a StrataView Plus workstation and

creating a VNS Object on the StrataView Plus Maps.

Before turning on the VNS, it isagood ideato read through Chapter 6, VNS Interface Connections,
and Chapter 7, Understanding the VNS Configuration Interface, to understand the sequence of
operationsthat have to be completed to bring up aV NS system for thefirst time. Once either the DC-
or AC-model VNS has been turned on with the On/Off switch, it will began to start running
automatically. If aterminal has been connected, the UNIX login prompt appears at an attached
terminal interface.

Connecting Power to the VNS
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Shutting Down the VNS

Once the VNS is powered up, you must be careful how you shut it down. During the normal
operation of VNS-AC-E or VNS-DC-E and the IGX or IPX switch, the VNSistypically not turned
off. However, intherare caseswhereit might be necessary to turn off the VNS, both AC or DC power
switches provide for graceful or emergency shutdowns:

Graceful Shutdown

To gracefully shut down VNS-AC-E or VNS-DC-E, where VNS processes are stopped and the file
system is protected, momentarily press the DC Power Switch. The graceful shutdown will take
approximately 30 seconds.

Emergency Shutdown.

In an emergency situation where it is necessary to remove power from the VNS-AC-E and
VNS-DC-E immediately, press and hold the Power Switch down for approximately 5 seconds. The
VNS will shutdown without going through the 30-second graceful shutdown.

For the AC unit, the power cord inlet is the disconnecting device.
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CHAPTER 6

VNS Interface Connections

This chapter describes making the interface connections between a VNS and the Cisco wide-area
switch (IGX or IPX switch) and the Cisco StrataView Plus workstation. It includes the following
sections:

Physical Interfaces

Connecting a Terminal

Connecting the E1 NICsto the Node

Connecting the Frame Relay Card to the Node
Connecting to an Ethernet Segment

Connecting the Redundant VNS

Configuring the Node

Synchronizing Time

Ping the VNS

Adding a VNS Object to the SV+ Topology Maps
Removing the VNS Object From the Topology Map
Adding VNS Users

Physical Interfaces

After you have rack mounted the VNS and connected the power, you must connect the physical
interfacesto it. These interfaces, which are shown in Figure 6-1, are:

Termina

Two E1 Network Interface Cards (Channelized E1), also know as Voice Port 1 and Voice Port 2
Frame Relay Card (R$449 connector to either V.35 or X.21)

Ethernet, 10BaseT

Note TheFrameRelay Cardisonly connected to anodewhenthereare multiple VNS service areas
(or domains) in the WAN switching network.
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Physical Interfaces

Figure 6-1

VNS Physical Interfaces
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Figure 6-1illustrates the VNS directly connected to an IGX switch. With an IGX switch, the Frame
Relay Card is connected to an IGX’s FRM, and the E1 NICs are connected to an CVM or UVM
cards. If the directly connected nodeis an IPX switch, the Frame Relay Card would be connected
to an FRP (Frame Rely PAD), and the E1 NICswould be connected to CDPs (Channelized Data

PADS).

Figure 6-2 shows the location of the interface connectors for VNS-AC-E physical interfaces; the
interface connectors are in the same location on a VNS-DC-E model.

Figure 6-2 VNS-AC-E Interface Connectors
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Note Voice Port 2 may require BNC extenders to be able to access these connectors.
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Connecting a Terminal

You can attach aterminal (or PC running aterminal emulation program, such as ProCom), to the
VNS to perform some of the configuration locally.

Attach your terminal cable, typically a null modem cable, to the A/B (Terminal) connector on the
VNS's back panel, as shown in Figure 6-2. Thisis an asynchronous ttya port on the UNIX-based
VNS. Your terminal or PC and emulation software must be set to match the VNS's communication
parameters:

® Termina emulation for VT100
® 9600 baud
® Parity none

® 1 stop hit

Caution A terminal (or PC) which has been connected to a VNS Terminal port should not have its power
A recycled because this can cause the VNS to enter a different mode.

The VNS terminal port has been set up at the factory. If you have trouble displaying VNS files and
menus cleanly, you might reset the following parameters:

stty rows 24
stty erase ~h
setenv TERM vt 100

Also if you are connected to the VNS through an XTERM session, you should run the following
command:

eval ‘resize’ or resize
Thislets XTERM know about the number of rows and columns.

Connecting the E1 NICs to the Node

The E1 NICs (Channelized E1) connect to either an IGX's CVM with aBC-E1 back card, or UVM
BC-UVI-2E1EC backcard, or an IPX’s CDPwith aBC-E1 back card. Each E1 NIC hastwo 75-ohm
BNC connectors, onefor transmit and onefor receive, as shown in Figure 6-3. (Figure 6-2 illustrates
which E1 NIC isreferred to as Voice Port 1 and which is referred to Voice Port 2.)

To connect an E1 NIC to the node, follow these steps:

Step 1 Determine which physical port on the node is considered Voice Port 1. This port will be
connected to Voice Port 1 on the VNS as shown in Figure 6-2.

Step 2 Connect a 75-ohm coax cable from the transmit (TX) connector on the VNS sE1 NIC to
the RX (receive) connector on the node’s CDP/CVM/UVM BC-EL1 card.

Step 3 Connect a75-ohm coax cable from thereceive (RX) connector onthe VNS sE1 NIC to the
TX (transmit) connector on the node’'s CDP/CVM/UVM BC-E1 card.

Step 4 If both E1 NICs are being connected to the node, repeat Steps 1 to 3 for Voice Port 2 and
the second E1 NIC in you VNS.
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Figure 6-3 E1 NIC Rear Panel
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Configuring the Voice Port on the Node

The Voice Port on the node is either alGX's CVM (or UVM) or alPX’s CDP. These cards must be
upped and configured, with the upcd (up card), upcln (up circuit ling), and cnfcln (configure circuit
line) commands, like any other card on the IGX or IPX switch. You can find detailed descriptions of
the IGX’s or IPX’s command line interface in the Cisco WAN Switching Command Reference.

At the node (i.e., IGX/IPX switch), the circuit line between the node and the VNS should be
configured with the cnfcln (configure circuit line) command for:

® No Loop clock

® HDB3line coding

® NoCRC

® 75 ohm + ground E1 receive impedance
® CCSE1lsignaling

® A-Law encoding

® msb 56kbs bit position

® 20 (%) pct fast modem

Figure 6-4illustratesatypical IGX cnfcln menu with the parameters set for connectingtoaVNSEL
NIC. (Thisexampleisfor aCVM card, aUVM card will have asimilar configuration.)

The signaling channels over this physical interface are configured through the VNS command line
interface, covered in Chapter 7, Understanding the VNS Configuration Interface, and Chapter 8,
VNS Network Operation.
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Figure 6-4 E1 Configuration for CVM Port connected to E1 NIC
supi gx1 TN Strat aCom 1 GX 16 8.4.15 Feb. 22 1998 16:17 GVI
CLN 8 Configuration E1l/ 31 CVM slot: 8
Loop cl ock: No

Li ne fram ng: --
codi ng: HDB3
CRC: No
recv inpedance: 75 ohm + gnd
El signalling: CCS
encodi ng: A- LAW
T1 signalling: --
cabl e type:
| engt h: --
56KBS Bit Pos: nsb
pct fast nmodem 100

Last Conmand: cnfcln 8 N HDB3 N 1 100

Next Conmmand:

Connecting the Frame Relay Card to the Node

The Frame Relay Card is used to connect to other VNSswhen there are multiple VNS service areas.
The Frame Relay Card (RS449 connector) connectsto an IGX’s FRM with a Frame Relay Interface
(FRI) V.35 (or X.21) back card, or an IPX’s FRP with a Frame Relay Interface V.35 (or X.21) back
card. The Frame Relay Card has an R$449 physical connector.

Cisco supplies two types of cablesto connect the Frame Relay Card to the node. One cable has an
RS449 connector for the VNS and a V.35 connector for the node' s V.35 Frame Relay I nterface (back
card). The other cable has an RS449 connector for the VNS and an X.21 connector for the node's
X.21 Frame Relay Interface (back card). These cables are ordered independently along with the
VNS.

To connect the VNS's Frame Relay Card to the node, follow these steps:

Step 1 Connect the RS449-end of the cable (ordered with the VNS) to the RS449 connector on the
VNS, shown in Figure 6-2.

Step 2 Connect the V.35- or X.21-end of the cable to the appropriate port on the node’ s Frame
Relay Interface (V.35 or X.21) back card.
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Configuring the Frame Relay Port

6-6

The frame-relay LMI parameters for the VNS side of the frame-relay connection to the node (IGX
switch, IPX switch, etc., ) are setinaUNIX file, fr_config. Thisfactory has configured thisfile for
no LMI. If you wish to choose Strata-L M1 or Annex D LMI, follow these steps:

Step1 LogintotheVNS.

Step 2 If they are running, stop the VNS processes using the VNS CL 1| as described in Chapter 5
in the section Shutting Down the VNS.

Step 3 Change directory (cd) to /usr/net/fr.

Step 4 Execute ./frstop

Step 5 Edit (vi) fr_config.

Step 6 Change the following line (configuration line at the beginning of thefile):
HOST RS449 clock 0 N393 0 | NARP NO

to ONE of the followi ng forns:

HOST RS449 clock O GOF N393 4 INARP NO # Strata-LM
HOST RS449 clock 0 N393 4 | NARP NO # Annex D

Step 7 Savethe modified fr_config file (:22).
Step 8 Execute ./ffrstart
Step 9 Restart the VNS processes.

The LMI default Timer/Counter values are:

® N391 6
® N392 3
® N393 4
® T391 10
® T392 15

The default values should be appropriate for most applications. If needed, these values may be
changed by inserting the appropriateidentifier-and-value pair in the configuration line (similar to the
"N393 4" Step 6 above).

The node' s Frame Relay Port must be upped and configured, with the upfrport (up Frame Relay
Port) and cnffrport (configure Frame Relay Port) commands, like any other port on the node. You
can find detailed descriptions of using the IGX’ sor IPX’scommand lineinterfacein the Cisco WAN
Switching Command Reference.

You must al so configure the Frame Relay Port (FRP, FRM, FRSM) to match the LMI set onthe VNS.
Depending on the type of node, the node’ s Frame Relay Port will be configured with the appropriate
IPX switch, IGX switch, MGX 8220 configuration command, such as cnffrport for an IGX FRM.
Figure 6-5 illustrates atypical Frame Relay Port configured for no LMI.
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Figure 6-5 Frame Relay Port Configuration
supi gx1 TN Strat aCom 1 GX 16 8.4.15 Feb. 22 1998 16:23 GVI
Port: 3.1 [ 1 NACTI VE]
Interface: FRI-V35 DCE Configured d ock: 256 Kbps
Cl ocki ng: Nor mal Measured Rx C ock: 0 Kbps

Mn Flags / Franes 1

Port 1D 0
Port Queue Depth 65535 OAM Pkt Threshol d 3 pkts
ECN Queue Threshol d 65535 T391 Link Intg Tiner 10 sec
DE Threshol d 100 % N391 Full Status Poll 6 cyl
Si gnal i ng Protocol None EFCI Mappi ng Enabl ed No
Asynchronous St atus No CLLM Enabl ed/ Tx Ti ner No/ 0O msec
T392 Polling Verif Tinmer 15 | DE to DE Mappi ng Yes
N392 Error Threshold 3 Interface Control Tenplate
N393 Mbonitored Events Count 4 Lead CTS DSR DCD
Conmuni cate Priority No State ON ON ON

Upper/Lower RNR Thresh 75% 25%

Last Command: dspfrport 3.1

Next Command:

Note that the Frame Relay port at the other end (the other VNS) will also have to be configured. The
Frame Relay connection between these two VNSs will be built through the VNS Configuration
Interface whichisdescribed in Chapters 7 and 8. The connection will default to aFrame Relay Class
of Service 1. The Cisco WAN Switching Command Reference contains detailed information about
Frame Relay classes.

Modifying the Default Range of VNS DLCls

The VNS's Frame Relay Port comes from the factory with DLCIs 101 to 113 configured for use.
These DL Clsare used for establishing Frame Relay PV Cs between VNSsin different VNS areas. If
you need to use a DL CI other than 101 to 113, you will haveto add it to thefr_conv file. Thisapplies
to both the local and remote ends of the Frame Relay PV C between the VNSs.

These DLCls are used by the VNS Configuration Interface and are described in Chapter 7 in the
section, Local Adjacency Information.

Note You should not modify fr_conv unless you are sure you need to use a DLCI whichisnot in
the default range.

To modify the default range of DL Clsused for PV Cs between VNSsin different VNS areas, follow
these steps:

Step 1 Logintothe VNS onwhich you need to add a DL CI. This could be either the local or the
remote VNS.

Step 2 If they are running, stop the VNS processes using the VNS CL 1 as described in Chapter 5
in the section Shutting Down the VNS.

Step 3 Change directory (cd) to /usr/net/fr.
Step 4 Execute ./frstop
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Step 5 Edit (vi) fr_conv. A typical fr_conv fileis shown below:

Sanple fr_conv File
ADAX Frame Relay |IP address to DLCI (0, . . . , 1023) to port mapping

Note: ports O-7 are physical, upper ports 8-15 are for protocol |ayers
connected to the Frane Relay Miltipl exer package (i.e. TCP/IP).

| P Address Frame Rel ay DLCl Por t

189.0.0.1 123 0

189.0.0.2 234 0

189.0.0.3 0x345 2 # Hex-coded DLCl is OK
189.0.0.4 0x345 2 # Sane DLC

1 456 3 # SNA encapsul ati on

2 567 3 # X. 25 encapsul ati on
189.0.0.6 678 8 # Local TCP/IP home port

The foll owi ng exanpl es would only be used if Frane Relay were operating as
network and performng Frame Relay switching. This is a rarely used option

Lines that begin with a dash (-) indicate a port-to-port DLCI and port nunber
mappi ng. Each entry consists of five fields, including the dash. The second
through fifth fields are the source DLCI and port, and the destination DLC

HHEHFHHFHHHFHRFTHFEHRFHEEHTTHFHEHEE SR

and port.
Sour ce Desti nation
DLCI Por t DLCI Por t

- 25 0 22 1 # software <-> hardware

- 30 0 39 2 # denp <-> software

- 30 1 40 2 # denp <-> hardware

- 31 3 41 2 # bacchus <-> hardware

- 33 3 43 0 # bacchus <-> eng_l ab

- 134 0 144 7 # software <-> Dial -up

- 135 1 45 7 # hardware <-> Dial -up

- 136 3 46 7 # bacchus <-> Dial-up

- 137 5 47 7 # silenus <-> Dial-up

- 38 5 48 3 # silenus <-> bacchus
- 100 0 100 9 # silenus <-> bacchus
- 101 0 101 9 # silenus <-> bacchus
- 102 0 102 9 # silenus <-> bacchus
- 103 0 103 9 # silenus <-> bacchus
- 104 0 104 9 # sil enus <-> bacchus
- 105 0 105 9 # sil enus <-> bacchus
- 106 0 106 9 # sil enus <-> bacchus
- 107 0 107 9 # silenus <-> bacchus
- 108 0 108 9 # silenus <-> bacchus
- 109 0 109 9 # sil enus <-> bacchus
- 110 0 110 9 # silenus <-> bacchus
- 111 0 111 9 # silenus <-> bacchus
- 112 0 112 9 # silenus <-> bacchus
- 113 0 113 9 # sil enus <-> bacchus

Thelines at the end of the file that began with a dash (-) indicate a port-to-port DLCI and
port number mapping. These are the DL Cl s reserved for the Frame Relay connectionsto
the VNS's Frame Relay Port. Each entry consists of five fields, including the dash. The
second through fifth fields are the source DLCI and port and the destination DLCI and
port.

Step 6  Toadd another DLCI for use a thisVNS' s Frame Relay Port, add it at the end of thefile.
For instance to add DL CI to the range of DL Cls available, you would enter:

- 114 0 114 9 # additional DLCI 114
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Step 7 Add al the DLCIsthat you need to the end of thisfile.
Step 8 Savethe modified fr_conv file (:ZZ).

Step 9 Execute /ffrstart.

Step 10 Execute ./frroute.

Step 11 Restart the VNS processes.

Connecting to an Ethernet Segment

The VNS connectsto an ethernet to communicate both with the node, the IPX Nodal Processor Card
(NPC), or the IGX Noda (i.e., Network) Processor Module (NPM), and with an SV+ Workstation.
Figure 6-6 illustrates the ethernet connections.

Figure 6-6 Ethernet Connection
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Normally the VNS is connected from its 10Base-T connector (see Figure 6-1) to an Ethernet Hub.
(The 10Base-T ethernet hub is not supplied by Cisco.) The node’s LAN port and the SV +
Workstation are also connected to this same ethernet segment.

Note If the SV+ Workstation is collecting statistics, it is recommended that it not be connected to

the same ethernet segment as the VNS and the node. The heavy statistics traffic can affect the
operation of VNS.
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Local LAN Environment

Using vi

You may have to modify some of the VNS s UNIX operating system (i.e., Solaris 2.4) filesfor your
local LAN environment. To do this, you will need to use atext editor such as vi to modify files and
afew simple Sun operating system (SunOS) commands.

vi isaUNIX-based screen editor which can be used to make some minor modifications to the
UNIX-based files. You can find out more about vi, by typing man vi at the VNS s UNIX prompt and
pressing Enter. In vi thereisacommand mode and an editing (i.e., insertion) mode. Most commands
are entered from the command mode; while the file is actually modified in the editing mode. You
quit the editing mode with ESC. Since only minor changes need to be madeto VNS UNIX files, you
should only need to know afew commands:

® vi“filename” opensthefile you are about to edit.

® i enterstheinsertion mode. You can start editing thefile at the cursor. Y ou end the insertion mode
with ESC.

® oopensalineinthefile below the position of the cursor. Enter data on thisline until you hit ESC.
® D deletestherest of aline.

® dddeletesaline.

® Rentersthe overwrite mode, where you will type over existing lines.

® : opens up the one line command mode at the bottom of the screen.

® h,j, k, I move the cursor around the file in the command mode.

® ESC takes you out of the editing mode and returns you to the command code.

® ! quitsthe file without saving changes.

® :wsavesthefile whileyour editing it.

® 77 savesthefile and quits.

When you are logged in to the VNS, you can find out the use and syntax of operating system
commands with the man page command; for instance, enter man login to find out about the login
command.

A quick procedure for editing any of thefiles:

Step 1 cdtowherethefileislocated.

Step 2 vi filename.

Step 3 Position cursor where you want to add or change text (use the arrow keysor h, j, k, I).
Step 4 Enter oto add anew ling, i to edit aline, or R to enter overwrite mode.

Step 5 Enter your text.

Step 6 Hit ESC when you are done adding text. You are now back in the command mode.

Step 7 Enter ZZ to savethefile. (You can use morefilename to check that file has been modified).

Note If you are uncomfortable with vi, you might copy the (cp) the origina file to another name
before editing it; for example, cp filename newfilename.
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Modifying LAN (Ethernet) Parameters

Note Thelocal LAN parameterscan bevery involved, particularly if NI S+ isrunning on your WAN
switching network. These UNIX-based files should only be modified by an experienced system
administrator who is familiar with the Solaris 2.4 operating system.

After checking with your system administrator, set the | P address, hostname, and other parameters
necessary for operating the VNS in your local area network environment, as follows:

Step 1 Connect aterminal to the VNS.

Step 2 Loginto VNS as superuser.

Note Once you start changing host names and | P addresses, you must make sure you complete all
thefiles. Do not turn off power or reboot in the middle of thisprocess or you could disable your VNS.

Step 3 Usevi to screen edit the file /etc/hosts and add the | P address for VNS and the | P address
for the SV+ Workstation.

For direct Ethernet connection where, for example, you have an SV+ Workstation with a
hostname of nms and an | P address of 200.1.2.3 and aVNSwith ahostname of insl and an
IP address of 200.1.2.4, you would add the two lines, shown in bold type, to the hosts file:

Contents of /etc/hosts

#

127.0.0.1 | ocal host

#

200.1.2.4 insl | oghost # INS1 (VNS 1 |ocal Ethernet port)
200.1.2.3 nms # SV+ Workstation

#192. . X.X. X fr-insl frhost # I NS1 (Frame-Rel ay)

# End of hosts

Note that the frhost (frane-relay host) IP address is used for renpte SV+ Workstation
connectivity and can be commented out by adding a # sign to beginning of line. This
feature is not used with the VNS

Step 4 If required for your local network, use vi to screen edit the file /etc/networks, which will
appear similar to the following:

Contents of /etc/networks file:

#

# The | oopback network is used only for intra-machi ne conmuni cation
#

| oopback 127

#

# I nternet networks

#

ar panet 10 ar pa # Historica

nns- net 200.1.2 # SV+ network

# End of networks

For our exanple, the line in bold text, nms-net . . ., is added to the networks file

Step 5 If required for your local network, use vi to screen edit the file /etc/netmasks to add the
appropriate subnet mask for your LAN segment.

Step 6 If required for your local network, use vi to screen edit the file /etc/hostname.le0 to name
the VNS's ethernet port.
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Step 7 If required for your local network, use vi to screen edit the file /etc/nodename to name the
VNS node, and verify that this name is the same name as /etc/hostname.| €0.

Step 8 Use the date SunOS command to set the local date and time.

Step 9 Setthe VNS slocal timezone by editing /ect/ TIMEZONE file. Table 6-1 lists the supported
time zones. Open the file (with vi) and look for the line;

TZ=US/ Paci fic

Change this line to the required TimeZone;
for example:

TZ=Et ¢/ GMI

Save the /etc/TIMEZONE file.
Step 10 Execute the reboot command to restart the VNS,

Note For VNS operation, the /etc/defaultrouter file should be empty.

Note Notethat the UNIX ifconfig command could be used to configurethe VNS' s Ethernet port | P
address. So for our example:

ifconfig 1€0 200.1.2.4

This should not be necessary if the IP address has been added to /etc/hosts.
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Table 6-1 Supported Time Zones

Australia/ Brazil/ CET CST6CDT Canada/
Chile/ Cuba EET EST ESTSEDT
Egypt Erie Etc/ Factory GB
GB-Eire GMT GMT+0 GMT+1 GMT+10
GMT+11 GMT+12 GMT+13 GMT+2 GMT+3
GMT+4 GMT+5 GMT+6 GMT+7 GMT+8
GMT+9 GMT-0 GMT-1 GMT-10 GMT-11
GMT-12 GMT-2 GMT-3 GMT-4 GMT-5
GMT-6 GMT-7 GMT-8 GMT-9 Greenwich
HST Hongkong Iceland Iran Israel
Jamaica Japan Kwajaein Libya MET
MST MST7&MDT Mexico/ Mideast NZ
NZ-CHAT Navajo PRC PST8PDT Poland
ROC ROK Singapore Turkey UCT

Uy uTC Universal W-SU WET
Zulu posixrules

For the following you need to enter both country/area (for example, US/Eastern)

For Australia:

ACT Broken_Hill LHI NSW North
Queendand South Tasmania Victoria West
Yancowinna

For Brazil:

Acre DeNoronha East West

For Canada:

Atlantic Central East-Saskatchewan Eastern Mountain
Newfoundland Pacific Yukon

For Chile:

Continental Easterlsland

For Etc:

GMT GMT+0 GMT+10 GMT+11 GMT+12
GMT+2 GMT+3 GMT+4 GMT+5 GMT+6
GMT+7 GMT+8 GMT+9 GMT-0 GMT-1
GMT-10 GMT-11 GMT-12 GMT-13 GMT-2
GMT-3 GMT-4 GMT-5 GMT-6 GMT-7
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Table 6-1 Supported Time Zones (Continued)

GMT-8 GMT-9

For Mexico:

BajaNorte BajaSur General

For Mideast:

Riyadh87 Riyadh88 Riyadh89

For US:

Alaska Aleutian Arizona Centra East-Indiana
Eastern Hawaii Michigan Mountain Pecific
Pacific-New Samoa

Remote StrataView Plus Workstation

Where the VNS and the StrataView Plus Workstation are not on the same Ethernet, they must
communicate over aframe-relay connection. In this case, the SV+ Workstation and the VNS are
connected to separate Ethernet segments, as shown in Figure 6-7.

Figure 6-7 Connectivity Using Two Ethernet Segments
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In the situation shown in Figure 6-7, the messages from the VNS to the SV + (i.e., SNMP Traps) are
routed over Ethernet 2 to Router 2 to the Cisco WAN switching network to Router 1 to Ethernet 1 to
the SV+ Workstation. The only configuration that needs to be doneis to provide the route from the
VNS to the SV+ Workstation on the IP network. Consult your network administrator for help in
setting up this route over the routers.
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Multiple Remote VNSs

When there are multiple VNSs in the WAN switching network, a separate ethernet connection will
have to be made between each VNS and the SV+ Workstation as shown in Figure 6-8. Your network
administrator should assist you in setting up these connections over the additional routers.

Figure 6-8 Multiple VNSs
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Connecting the Redundant VNS

When configuring redundancy, do not switch on the redundant VNS until the active unit isfully
configured. You connect the redundant VNS, or second VNSin aredundant pair, in exactly the same
way as you did with the first VNS. As shown in Figure 6-9, the second VNS usesidentical physical
interfaces:

® Termina
® Frame Relay Card
® E1NICs
® Ethernet

The Frame Relay Card and E1 NICs physical connections will be to different physical ports on the
IGX/IPX switch. The connections can be made to two ports on the same card, however.

The second VNS will aso haveto haveitslocal LAN environment set up, and it will use adifferent
I P address and host name than the first VNS,
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Figure 6-9 Redundant VNS
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Note The Frame Relay Card connection is only used when there are multiple VNS areas in your
WAN switching network.

Configuring the Node

6-16

When adding Voice Network Switching (VNS) to a Cisco WAN switching network, the node
connected to the VNS will require some high-level adjustmentsto its operating parameters. These
parameters are adjusted with:

® cnfnodepar m (Configure Node Parameters)

® cnfcmparm (Configure Connection Management Parameters)
® cnftrk (Configure Trunk)

® cnffunc (Configure Function)

Table 6-2 lists these commands and the parametersthat can have an effect on the operation of aVNS
network. During an initial installation of a VNS, these parameters have to be changed as indicated
in the table.

Caution The cnfnodeparm and cnfecmpar m are super user -level commands and should be used carefully.
And, although the cnftrk command is not superuser-level command, it should also be used carefully. Note
that these parameter changes can adversely affect your network’ s operation. They should be adjusted only
after your network has been carefully model ed.
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Table 6-2 Configuring the Node Commands

Command Parameter Adjustment

cnfnodeparm Nw Pkt Tx Rate (pps) The default of 500 packets per second should be
Network Packet Transmit Rate changed to 1000 packets per second.

cnfemparm 17 Max SVC Retry?! Should be set to 5.
18 Send SVC urgent msgt Should be set to Yes.

cnftrk Statistical Reserve The Statistical Reserve for trunks connecting to the

VNS node should be doubled from the default value.
cnffunc Index 10 Enableindex 10 for the registration of D channel

failures on StrataView Plus.

The cnfnodepar m and cnfcmpar m commands are described in detail in the Cisco WAN Switching SuperUser Command Reference.
The enftrk and cnffunc commands are described in detail in the Cisco WAN Switching Command Reference.

1. In switched software release 8.5, Max SV C Retry and Send SV C urgent msg parameters apply only to |PX nodes.

SNMP Community Names

Each of the nodes (i.e., Cisco wide-area switches) in the network need to have their SNMP
community names set up before Voice Network Switching will work. You should ensure that the
Cisco wide-area switch and network have seen set up for proper |P connectivity. If necessary, refer
to the Release 8.4 Cisco WAN Switching Command Reference or Cisco WAN Switching Super User
Command Reference and use the following commands:

® cnflan to configure each node's communication parameters so the node can communicate with
the SV+ Workstation over an ethernet LAN using TCP/IP protocol. This command configures
the |P address for the node’s LAN (physical) port.

® cnfnwip to configure the node’ s | P address and subnet mask.

® cnfsnmp to configure the node’s SNMP GET and SET community strings. The SNMP
community strings should be set as follows:

Get Community String = Public
Set Community String = Private
Trap Community String = Public
The Set Queued Request Timeout should also be set to maximum.

Adding Network IP Routes

The VNS must be able to communicate with each node in the network. If there is not an Ethernet
connection to each node, the VNS can communicate with the nodes through | P Relay. Thisinvolves
setting up the Network 1P addresses (cnfnwip), creating a Network |P (NWIP) subnet, and adding
the gateway to that subnet with the route add net command on the VNS. (The route add net
command can be stored in afile at /etc/rc3.d that executes at system startup time.)

For instancein Figure 6-10, IGX switch 1 isconnected to the same Ethernet segment asVNS 1. IGX
switch 1 hasaLAN IP address of 200.1.2.5. The other three IGX switches (IGX switch 2, 3, and 4)
will communicate with VNS 1 using IP Relay. This|P Relay network will have become a subnet
with address 200.200.200.0. Traffic from VNS 1 to IGX switch 2, 3, or 4 hasto be directed out the
Network 1P (NWIP) subnet (200.200.200.0) through IGX switch 1. In effect IGX switch 1 servesas
a gateway to the NWIP subnet.
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Figure 6-10 Network IPs
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To configure this sample NWIP subnet, you would follow these steps:

Step 1 The Network IPs (NWIP) for each of the four nodes will have to be configured with each
node’s cnnwip command. (They are al be put on the same subnet with the subnet mask
argument, 255.255.255.0.)

Step 2 Next you would log into the VNS and create afile containing the UNIX-level route add
net command. The command is:

route add net 200.200.200.0 200.1.2.5 1

Where 200.200.200.0 is the network address of the NWIP subnet, and 200.1.2.5 isthe
LAN address of IGX switch 1. Note that there is a space between the two | P addresses
and a space between the second | P address and the 1. The 1 after the second |P addressis
ahop metric and must be non-zero if the destination is not directly connected to the
VNS's Ethernet segment.

Thisfilewith theroute add net command should saved in /etc/rc3.d and could be named
S70route, asin this examplefile:

/etc/rc3.d nore s70route

#Sanpl e S70route file

#route add default xxx.xxx.xxx.xxx #if applicable, add the address of the default
rout er

route add net 200.200.200.0 200.1.2.5 1

#

# End

Thisfile executes at system startup.
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Migrating Voice Connections to a VNS Network

Often Voice Network Switching is added to a Cisco WAN switching network which has previously
been configured for voice connections. When migrating voice connectionsto a VNS network, you
should consider the following commands which may have to be adjusted:

cnfchgn (Configure Channel Gain)
cnfchadv (Configure Channel Adaptive Voice)
cnfecparm (Configure Integrated Echo Cancellor Parameters)

The cnfchgn and cnfchadv commands are described in the Cisco WAN Switching Command
Reference in the Chapter on Voice Connections. The cnfecparm command is a superuser-level
command and is described in the Cisco WAN Switching SuperUser Command Reference. Note that
the cnfecparm command is used to set the Voice Template parameter, which selects either normal
level (USA) or high-level (UK) voice.

Note Circuit line connections to PBXs or to VNSs should be set to CCS signaling.

Synchronizing Time
To ensure time synchronization between VNS systems in the VNS network (for either single or
multiple domains), the rdate UNIX command should be used in a cron job so that al clocks are
synchronized from a single point on the network. Thisis network relative and does not have to be
synchronized from an absolute clock source.

The rdate command setsthe VNS time from a specified remote host (that is, another VNS) and takes
the form:

rdat e <hostnanme or ipaddress>

Where hostname or ipaddressisthe VNS from which you want to get thetime to synchronize another
VNS.

For instance, if you had 4 VNSsin your network (vnsl, vns2, vns3, and vns4) and you want vnsl to
be the master for thetimefor all the VNS systems. You could create ascript named vns_set_timeon
each of the other VNSs (vns2, vns3, and vns4.) The script could look like:

#!/etc/csh
/usr/bin/rdate vnsl

Make the scripts executable; as root user, issue the command:

chmod 700 vns_set _tine

This assumes that the /etc/host file is updated with the | P address to host names for all the VNSsin
the system. You run thisfile asacron job, a UNIX system feature which uses the cron daemon to
execute processes at specified times.

You create the cron job by editing the root crontab file on vns2, vns3, and vns4. Use crontab -e root
and add the following line to the file:

301 * * * Jusr/local/bin/vns_set_tine > /dev/null 2>&1

This schedules the script vns_set_time to run at 1:30 am. /dev/null 2>& 1directs the error messages
to anull file.

A crontab file consists of lines of six fields each. The fields are separated by spaces or tabs. The
first five are integer patterns that specify the following:
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Minute (0-59)

® Hour (0-23)

® Day of the month (1-31)

® Month of theyear (1-12)

® Day of the week (0-6 with 0=Sunday)

The example runsvns_set_time everyday at 1:30 am. Thevns_set_timefile hasto berun asacron
job on every VNS that needs to synchronize its date and time from vnsl.

Note You can find out more about cron and crontab using the UNIX man command.

Ping the VNS

After you have connected and configured the VNS(s), you should log in (or have someonelogin) to
the SV+ Workstation and Ping the VNS to ensure that they are communicating. You should also be
ableto ping all the remote nodes.

Therest of the configuration of a VNS network is done with the VNS Configuration Interface,
described in Chapter 7. Chapter 8, VNS Network Operation, describesusing the VNS Configuration
Interface to provision the VNS network.

Adding a VNS Object to the SV+ Topology Maps

After you determine that StrataView Plus and the VNS are communicating (as aresult of Ping), you
need to install a network map icon, which represents either the VNS or its redundant VNS, on the
topol ogy maps of the SV+ Workstation. A VNSicon isadded, modified, or deleted only through HP
OpenView. Thisicon shows only the existence of the VNS; StrataView Plus does not manage the
VNS object. StrataView Plusdoesreceive SNMP Trapsfrom the VNS, however, and will display the
status of the VNS with different colors:

Green Normal

Yellow Minor alarm

Red Magjor alarm
Brown VNS unreachable

The VNSiconisonly visible on the SV+ Workstation where it was added.

To add aVNSicon, which requires accessto the HP OpenView network topol ogy main menu on the
SV+ Workstation, follow these steps:

Step 1 At the SV+ Workstation open an HP OpenView window (at the UNIX prompt, change to
the OV directory, then enter ovw).

Step 2 Double-click your network icon to open a Network Topology window and map, shown in
Figure 6-11.
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Figure 6-11 HP OpenView Network Topology Map
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Step 3 SelecttheEdit - Add Object... menu.
The Add Object: Palette window appears.
Step 4 Click on the StrataView icon on the Add Object: Palette to open the Symbol Subclasses
window where you will find the VNS icon as shown in Figure 6-12.
Figure 6-12 Add Object: Palette and VNS (DNS) icon
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Step 5 Using the middle mouse button, drag and drop the VNS symbol from the Palette to the map

as shown in Figure 6-13. The Add bj ect window appears.
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Figure 6-13 VNS Icon on HP OpenView Topology Map
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Step 6 IntheAdd Object window, shown in Figure 6-14, you name the VNS object and call up
another window to set its object attributes by identifying the Cisco wide-area switch to
which it is attached. To name the VNS object:

® ClickintheLabel : box and enter the host name of the VNS. (This name will be
displayed with the symbol on the map if you select Yesat the bi spl ay Label field.)

® Select one of theDi spl ay Label : radio buttons:
Set to Yes to display the name of the symbol.
Set to No if you do not want to see an object label on the map.
® Select one of the Behavi or : radio buttons:
Selecting Expl ode causes the submap to display when the symbol is double-clicked.

Selecting Execut e permits the symbol to execute an application which performs an
action on a set of objects when it is double-clicked.
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Figure 6-14 Add Object Menu

Ll il eec i

ool Tupss

Ltro-al 7l

Lao=l:

M=z L= # Var wr b

Tt

# cpoe e Esacale

Fae mepleda' e s’ =0 pamon ek o ckE1d aahess
by Jod le=zl ckiqg un e zabol cFlas g Uy Lo ool
4 appoleatdlcr wa | efccoze bac oFLld =bner <o gou,

Ozrmct Fosdibens
Cmmmbe lizaes
[[WE¥S | ¢ o BT TS
soectal rrrelEnkzz
Salovticr are:r

Sl malalog Y3

TS

Note HP OpenView on-line help explains the difference between explodable and executable
symbols.

Step 7 Next Select DAS/ DNS Confi g in the Object Attributes: box. Thiswill activate the Set
bj ect Attributes... button.

Step 8 ClickthesSet bject Attributes... topresentthe Add bject - Set Attributes
window, shown in Figure 6-15, for DAS/DNS Config. The host name of the VNS that you
entered in the previous window will appear in the VNS Node Name box.
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Figure 6-15 Add Object - Set Attributes Window
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Step 9 Inthe next three boxes, you enter information about the Cisco wide-area switch to which
the VNS is attached:

® |nthel PX Nane or | P Address box, enter the node name of the Cisco wide-areaswitch
(IGX/1PX switch) to which the VNS is attached.

Note Although these boxesarelabeled with IPX, they refer to any Cisco wide-areaswitch to which
the VNS attaches.

® IntheVvNs Redundant Node Name boX, enter the name number of thisVNS speer VNS.
® Intheerational Rol e box, enter the active or standby role of thisVNS.

® QOperational Roleis an informational field only. There is no indication on the topology
map whether this VNS has the active or standby role in aredundant pair.

Step 10 If you have entered your information correctly, pressthe Ver i f y button. The OK button
will activate.

Step 11 Pressthe OK button, you will return to the Add Object window. Pressthe OK button onthe
Add Object window and you will return to the HP OpenView network topology map.

6-24 VNS 3.0 Installation and Operation



Removing the VNS Object From the Topology Map

Removing the VNS Object From the Topology Map

You must use the StrataCom pull-down menu to remove an INSicon (that is, VNS) from a network
topology map. Using any of the other HP OpenView tools, such as Edit--Delete, will cause an error.

To remove the INS icon from you network topology map, follow these steps:
Step 1 With your network topology map displayed, select the VNS icon on the map.
Step 2 Pull down the st r at acommenu from the top menu bar.

Step 3 Select Rerove DNS St at i on from the StrataCom pull down menu.

Note DNSand INS were previous names for the VNS.

Adding VNS Users

With this release, user-access verification has been added to the VNS Configuration Interface (i.e.,
vnscli). In other words, the use of the VNS Command Line Interface is password controlled. The
password control has been added through a UNIX-Level vns_passwd file.

Adding a user with specific privileges takes two steps:
1 AddaUNIX User
2 Addthe VNS User

Adding UNIX users and controlling the vns_passwad file should typically be done by your system
administrator.

Add a UNIX User

The system administrator generally adds UNIX userswith the Solarisadmintool. With its graphical
user interface, the admintool simplifies adding usersto UNIX operating systems, atask which
previously had to be done with the adduser command and by editing the /etc/group file.

To add aUNIX user, the system administrator would follow these steps:

Step 1 From the StrataView Plus Workstation, rlogin or telnet to the VNS.

Step 2 Logintothe VNS asroot.

Step 3 At theroot prompt, type admintool. The Administration Tool opening screen will appear.
Step 4 Click ontheUser Account Manager button. The User Account Manager window appears.

Step 5 Pressthe Edit button and select the Add User option. Thiswill bring up the User
Information window.

Step 6 Fill in the username, userid, and the various options. There is a Help button on the menu
that provides information about the various options.

Step 7 Pressthe Add button. The UNIX user now has been added to the VNS.
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Add the VNS User

VNS users can be added only after they are UNIX users. The VNS user is added by editing the file
letc/vns_passwd and adding an entry for the VNS user. The entry in the vns_passwd file has the
following format:

VnsUser Nane: Per m ssi ons
VnsUserName is the username of the VNS user and must be the same as the one used for the UNIX
user which was just added. Permission isthe string which specifiesthe various VNS CL | operations

which the user will be permitted to perform. The valid permission options are each specified by a
single letter, thatis‘a or ‘d’ or ‘m’ or ‘b’ or ‘g’ and provide the following permissions:

® '3 - givesadd object permission

® 'd - givesdelete object permission

® 'm'- gives modify object permission

® 'b' - gives browse object permission

® 'g' - givesdebug level setting permission

® 'V - givesvalidate database permission

The two fields must be separated by "', the field separator.

A sample factory-default VNS password (vns_passwd) file is shown below:

vns_passwd File

HHHHHHHHHHHHHHHH R R R R
#This is the passwd file which determ nes user access to the VNS
#dat abase whi ch should exist in /etc

#

#The sanple format given below has to be adhered to for adding
#new users.

#

#f or mat : user _| ogi n_i d: per m ssi ons

#

#“perm ssions” can be a string of any of the letters *a, ‘d, ‘m

#Db, ‘g", ‘v’ which stand for add, delete, nodify, browse, debug and validate
#respectively. These can be specified in any order

#

#The user will be allowed to performonly the operations specified

#by the permi ssion string, on the VNS database using the vnscli

#

#The entry for root has been added by default. This line may be
#yanked and the required nunber of users and their perm ssions

#may be added. A user not listed in this file is not allowed to
#run vnscli. vnscli also does not run if this file is not present

#

#A '# in the first colum of a line turns the line into a coment
#Users nay be del eted by commenting out the corresponding line also
#

HHHHHHHH A
root : andbgv:
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Thisvns_passwd file shows the root as having all available vnscli privileges (amdbg) as described
in the dns_passwd file's comments. To add other users and privilege levels, you edit thefile
/etc/vns_passwd and add users as shown below:

HHHHHHHHEHHHHHH
root : andbg:

nj ones: adnb:

bsm th: b:

pnirmel : adnbv:

Each user is added as alinein the file with the associated privilege levels. In the example above,
njones has add, delete, modify, and browse privileges and nsmith has browse (read only) privileges.
Savethevns_passwd file after you have added additional VNS users. If thefile/etc/vns_passwd does
not exist, the VNS Command Line Interface (vnscli) will only operate in the browse mode.

Note The debug privilege ‘g’ should be reserved for Product Support.
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CHAPTER 7

Understanding the VNS
Configuration Interface

This chapter provides a description of VNS Configuration Interface, which is used to view,
configure, and provision the Voice Network Switching application through a series of inter-linked
menus. This chapter concentrates on providing a description of these menus and their respective
fields, including the parameters that are entered in them. Chapter 8 provides instructions for using
the VNS Configuration Interface to configure aVNS and VNS WAN switching network.

This chapter contains the following sections:

Accessing the VNS Configuration Interface
VNS Records

Configuring the Domain

Configuring UNI or PBX Addressing
Configuring Multiple Domains
Configuring Preferred D Channel Routes
Cause Code Mapping

Delete an Entry

Modify an Entry

Browse Data Base

Validate Data Base

Debug Mode

Exit the Program

VNS Parameter Ranges and Defaults
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Accessing the VNS Configuration Interface

To access the VNS Configuration Interface, follow these steps:

Step 1 Logintothe VNS through either atelnet session or from aterminal directly connected to
the VNS. (Chapter 6 provides instructions for connecting aterminal. You can also telnet
from StrataView Plus Workstation.)

Step 2 Loginasr oot and enter the password (if applicable) that you normally usein your UNIX
environment.

Step 3 Typevnscli (lower case) at the prompt and press Enter. The VNS Configuration Interface
main menu, shown in the following example, appears:

VNS Configuration Interface Exanple Main Menu
HHHBHHRHH B R H B R H R R R R H R R R H R H R R
y ci scoSystens/ StrataCom V N S
Configuration Interface, Release 3.0.00
1. Add an entry

2. Delete an entry

3. Mdify an entry

4. Browse Data Base

Debug Mbdde

6. Validate Data Base

7. Exit the program

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
Ent er your selection: #
#
#
#
#

N H HHHHHH R R HH R HHR
2]

PHBHHHHH R R R

Using the VNS Configuration Interface

As shown, the VNS Configuration Interface main menu presents 7 options. Each option is indexed
by anumber. Y ou select one of the options by typing its number and pressing Enter. For instance, to
Add an entry, you would type 1 and press Enter. (Throughout the rest of this book, the VNS
Configuration Interface main menu will be referred to simply asthe VNS main menu.)

The six options are:
Add an entry
Delete an entry
Modify an entry
Browse Data Base
Debug Mode
Validate Data Base

~N o o b~ W N P

Exit the program
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Each option (except no. 7) leads to subsequent menus and screens. These screens normally have a
name and alist of fields. Each field isfollowed by a pair of square brackets, [ ], separated by some
blank space. The cursor is positioned between the square brackets which is active for entering
information. Many fields accept an index number for the various parameters that can be configured.
You move the cursor to the next field by pressing Return. The cursor will skip over read-only fields.
The following information line appears at the bottom of most field lists:

Enter ‘c’ to conmit changes or 'q to quit [ ]

When using these screensto configure an option, typein the value and press Enter to movethe cursor
to the next field, the square brackets. When you reach the“ Enter ‘¢’ to commit...”, square brackets,
make sure you have entered the desired valuesin each field, then type c and press Enter to save your
changes. When you save your changes, the completed menu becomesarecord inthe VNS data base.
If you do not want to save the values you entered, type g and press Enter. Y ou can re-access the
configuration menu from the VNS main menu.

In the Browse Data Base mode, the line at the bottom will read:

Enter ‘s’ to skip record or 'q" to quit [ ]

Entering ‘s’ in the square brackets will bring up the next record of the same type.

Some configuration screenswill have additional information fields (i.e., ahelp line at the bottom of
the screen) describing afield’ s parameters. Thisinformation line will change as the cursor ismoved
from field to field.

To reach any of these screens or menus, follow these steps:
Step 1 From the VNS main menu, enter the index number of desired option.

Step 2 Press Enter, the desired screen or menu will appear.

VNS Configuration Interface Responses

The VNS Configuration Interface communicates with VNS processes using the Simple Network
Management Protocol. The responses and error status conform to SNMP standards. The VNS
Configuration Interface typically responds to your inputs in three ways:

® With an Operation Successful message when the operation is successfully executed.

® With aRequest timed out message when a requested operation has not completed within 30
seconds. Timeout indicates that an SNMP request timed out. This could be because either a port
is not responding to an SNMP request or an internal process on the VNS has not responded.

® With an Error Message, similar to the following:
Response Error: ErrorCode (5), Error Index (1)
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Error Messages

Nineteen possible ErrorCodes that could be returned are listed in Table 7-1:

Table 7-1 VNS Configuration Interface Error Codes
Error Code Description

1 Too Big

2 No Such Value

3 Bad Value

4 Read Only

5 Genera Error

When using the VNS Configuration Interface, the most common error responseiis:
Response Error: ErrorCode (3), Errorindex (3)

This message typically indicates that you entered an unacceptable value in one of the fields of the
menu. The Errorlndex number pointsto the first field of the menu containing a bad value. For
instance Error Index (1) isthefirst field on the menu. (Hitting the enter or tab key will step you
through the various fields of amenu in their indexed sequence.) When you see this message, you
should closely look over all thefieldsfor which you entered val ues because there could be morethan
one mistake.

The other common error response is:
Response Error: ErrorCode (5), Errorindex (1)

ErrorCode5 (General Error) indicatestherewasalogical error whiletrying to execute the command.
In general, itimpliesthat the operation isnot allowed to be performed. The Errorlndex does not have
any meaning in this case.

Table 7-2 at the end of this chapter lists the configuration parameters of each menu, along with the
index number associated with that field that is returned with VNS Configuration Interface error

messages.
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VNS Records

Options 1 through 4 of the VNS main menu will access the VNS Records menu. The VNS Records
menu is accessed in four ways:

® Chooseoption 1, Add an entry, from the VNS main menu; the VNS Records menu will open
blank menus which can be completed and saved. When you save a completed menu, it becomes
arecord in the VNS database. If arecord already exists for amenu that can only have asingle
record, a message will inform you that you can not add another record.

® Choose option 2, Delete an entry, from the VNS main menu; the VNS Records menu will lead
to the database of completed menus, that is the individual records. These records appear as
completed menus and can be individually deleted.

® Chooseoption 3, Modify an entry, from the VNS main menu; the VNS Records menu will open
the completed records in the data base. These menus (records) can be modified and resaved as
records.

® Choose option 4, Browse Data Base, from the VNS main menu; the VNS Records menu will
open the VNS record database. You can step through these records, which are completed menus,
without the danger of changing any fields or deleting any records. Note that when you browsethe
data base some additional fields appear on a couple records. These additional fields are typically
status fields, which are not user-configurable; thus, they do not appear when you are Adding an
entry, that is creating arecord, in the database.

Note Itisgood practiceto use Browse DataBase after you completeaVVNS Configuration Interface
menu to recall the record and see if it contains the entered parameters.

Deleting or Modifying Records

When modifying or deleting aVNSrecord from abatch of records, the VNS Configuration Interface
will provide an intermediate menu that will allow you to select the individual record. For instance,

it ispossible to have agreat number of Address records configured in your system. Rather than have
to scroll through them to find the record you are seeking, the VNS will provide a menu that allows
you to specify the exact record you are seeking. If you selected Del ete or Modify and Addressrecord,
the following menu will appear:

Del ete or Modify Menu Exanpl e
HHHHHHHHHHHHHHHHHHHHHHHHHHHHHHH BB BB BB BB BB BB BB BB BBBB BB BB BB B BB BB BB BB BB LGS S S S S+

#

# #
# #
# #
# Addr ess [ ] #
# Port Descri ptor [ ] #
# #
# Enter the Address and Port Descriptor and press 'd" to #
# delete record, 'b' to browse before deleting or 'q" to quit [ ] #
# #
# #
# #
# #
R et
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If you knew the Address and Port Descriptor for the record you wanted to delete or modify, you
could enter them directly. If you do not know the specific record information, enter ‘b’ at the prompt
and you will enter the Browse mode. The Browse mode allows you to step through the configured
records sequentially.

VNS Record Menu Options

The VNS Records menu, shown in the following example, has 16 options. With the exception of
option 16, each option leads to a menu or record.

VNS Records Menu

HHHHHHHHHH
ci scoSystens/ StrataCom V N S

Configuration Interface, Release 3.0.00

VNS | nf ormati on

Local Adjacency |nformation

Net wor k Adj acency | nformation
Interface Card | nformation
Address I nformation

Net wor k Prefixes Information
Addr ess Screening | nformation
Transformati on Rules Information
9. Nodes Information

10. Cards Information

11. Ports Information

12. More VNS Info and Redundancy I nformation
13. Multihonme port configurations
14. Multihonme policy configurations
15. Preferred Route configurations
16. Cause Code Configuration

17. Return to Previous Menu

O~NO O WNBRE

N L L e E E EE E E E R R E R
R L R R L E L E E R E R R R

Enter your sel ection:
B et
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Options 1 through 16 of the VNS Records menu lead to the following menus or records:
1 VNSInformation menu provides configuration information about a specific VNS.

2 Local Adjacency Information menu providesinformation about VNSs that are connected by a
framerelay signaling PVC.

3 Network Adjacency I nfor mation menu provides information about the link (framerelay PVC
signaling connection) between two VNS'sin the WAN switching network when thereis more
than one path between them. (This menu is not used in VNS Release 2.1.)

4 Interface Card Information. (Not supported in thisrelease.)

Note The Interface Card Information menu is not supported in this software release. When you
select this option, you will see an OPTION NOT SUPPORTED, ENTER ANY KEY TO
CONTINUE message. Press any key to return to the VNS Records menu.

5 Address|nformation menu describes the addresses, the tel ephone number in E.164 format,
assigned to aUNI portinaVNS' s area.

6 Network Prefixes Information menu is used assign addresses to VNS areas in the network.
These VNS prefixes (or addresses) help to organize the numbering plan for the VNS network.

7 Address Screening I nfor mation menu specifies the type of source and destination screening
applied to each UNI port. Address Screening lists destination addresses that are allowed or not
allowed for a specific port.

8 Transformation Rules Information menu specifiesalist of transformation rules to be applied
to aparticular UNI port. Each rule consists of acontrol string that will specify the way in which
digitsin atelephone number are to be manipulated.

9 Nodes|nformation menu contains information about anode, an IPX or IGX switch, inaVNS's
area.

10 CardsInformation menu contains information about a specific voice card (e.g., aCDPinan
IPX switch, or an CVM in an IGX switch) inthe VNS s area.

11 PortsInformation submenu leadsto other menusthat provide information about the voice ports
inaVNS'sarea. These other menus provide Port I nfor mation about a specific UNI portina
VNS's area, and Screening Type Information for that port.

12 MoreVNSInfo and Redundancy Infor mation menu contains information about the VNS and
its redundant peer.

13 Multihome port configurations menu is used to multihome a pair of E1 UNI ports and select
the policy the VNS will use for choosing between those ports.

14 Multihome policy configurations menu is used to provide aweight for the Select policy when
more than one Select Policy is specified for amultihomed port pair.

15 Preferred Route Configurations menu leads to the menus for configuring Preferred Routes for
Local Adjacency and UNI Port D-channel connections.

16 Cause Code Information menu isused map cause codes for aspecific type of PBX. Thisallows
you to specify which cause codes the VNS will send back to a PBX for disconnect, release, or
release complete messages.

17 Return to Previous Menu.
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Menu Order

Menu lllustrations

VNS menus are not completed in the numerical sequence (that istheir option number) in which they
appear on the VNS Records menu. During an initial installation of a Voice Network Switching
system, the menus must be completedin alogical sequence. Thislogica sequence groupsthe menus
into four sequential operations:

® Configuring the Domain

® Configuring the UNI or PBX Addressing
® Configuring Multiple Domains

® Configuring Preferred Routes

Each of the four operations hasits own group of menusthat must be configured in a particular order.
Certain fields of one menu must be completed before subsequent menus can be completed. These
fields arelinked between menus. Whereit is applicable, this chapter will point out the links between
the menus. The foll owing sections describe each of the menusin thesethreelogical groups. For each
menu, all the fields are listed along with the parameters or options that the field contains. Where a
parameter is listed with an index number, such as, 1 = DPNSS, the default, you only need to enter
the index number in that field when completing a menu before moving on to the next field. Other
fields will accept text or numerical data from the keyboard; for those fields, we list the range of
acceptable values or the length of the character string to be entered. Where applicable the default
value of thefield isalso listed.

Inthe following sections, theillustration of VNS Configuration | nterface menus are taken from both
VNS Records Add an entry and Browse Data Base options. Add an entry leads to menus with
blank fields that a user must complete. Browse Data Base leads to completed records, and are
identified by theEnter s’ to skip record... lineatthebottom. The Browse DataBaserecords
have been used to indicate typical valuesthat are entered in some fields. Although the Browse Data
Base records and Add an entry menus are nearly identical, a couple Browse Data Base records have
an extrafield for status. These statusfields are typically not user-configurable and thus do not appear
on Add an entry menus. The descriptions of the menus in the following pages will point out the
differences between Add an entry menus and Browse Data Base records.

Configuring the Domain

The domain configuration menus must be completed in the following order:
® Nodes Information (option 9 on the VNS Records menu)

® Cards Information (option 10 on the VNS Records menu)

® VNS Information (option 1 on the VNS Records menu)

® More VNS Information (option 12 on the VNS Records menu)
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Nodes Information

The Nodes Information menu, shown in the following example, creates records of the node's (IGX
or IPX switch) in a VNS s area. It includes the node' s | P address through which the VNS will
communicate with the node. For the node which is directly attached to the VNS, this |P addressis
the LAN address of the IGX or IPX switch. For nodes which are not directly attached to the VNS,
however, this | P address is typically the Network 1P (NWIP) address of remote IGX or IPX switch.

You must create separate Nodes Information records for each node in the VNS s area or domain.
(The example menu is actually a Browse Data Base record; the Add an entry Nodes Information
Menu will not have the State of Node field shown here.) This menu must be completed first because
the Node Name field is linked to other menus.

Nodes | nformati on Menu
HRHHHH R R R R R

# #
# #
# #
# #
# Node Nane [ ganges ] #
# | P Address [ 192.168.200.200 ] State of Node [ 2 ] #
# #
# Enter 's' to skip record or 'q toquit [ ] #
# #
# #
# #
# #
# #
# #
# #
# #
# #
# #
# #
# #
PHBH IO T R R R R

The Nodes Information menu contains the following fields:

® Node Name—The unique 10-character IGX/IPX’s node name. This must be the configured
name of the node as it appears on the node’ s command line interface.

® State of Node—The current state of the node. The possible values are:
— O0=unknown
— 1=inServiceindicates that the node is fully operational
— 2= outOfService indicates that the node is not operational

— 3= NodeReset indicates that the node has reset and that it will soon appear asinService or
outOfService. Thisvalue appears only temporarily.

Note The Stateof Nodefieldisaread-only field that only shows up when you Browse Data Base
and are viewing a completed Nodes Information record.

® |P Address—The nodes's | P address in dotted decimal notation. Thisistypically the LAN
address of the node to which the VNSisdirectly attached and the NWIP address of remote nodes.
(Chapter 6 contains information about configuring Network |Ps for remote nodes in the section
Adding Network 1P Routes.)
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Cards Information

7-10

The Cards Information menu, shown in the following example, containsinformation about aspecific
voice or framerelay card (e.g., aCVM inan IGX switch or aCDPin an IPX switch) inthe VNS's
area. The Nodes Information menu must have been completed before you can complete this menu.
You will not be able to delete a Cards Information record if it is being used for redundancy. Also
there can not be any ports configured on that card (see Ports Information Submenu) if you want to
delete a Cards Information record.

Cards | nformati on Exanpl e Menu
HHHHH R HHH R T R
#

Card Descri ptor [ ganges. 8 ]
Card State [ 1 ] Card Type [ 1 ]

Enter 's' to skip record or 'q toquit [ ]

EEE L E R R E E E R
e e e e R E E E L E E E E E

PHBHHHHH R R R

The Cards Information menu contains the following fields:
® Card Descriptor—The node.slot. notation that identifies the CDP or CVM in the node.

® Card State—The read-only current state of the card. Since thisis not a user-configurable field,
the cursor will skip over thisfield. The possible values that will appear in a Cards Information
record are:

— O0=unknown

— 1= outOfService indicates that the card is not operational

— 2=inServiceindicates the card is fully operational and can be used by the VNS
® Card Type—Specifiesthe type of card. It can be:

— O0=unknown

— 1=CDPor CVM (or for FRP or FRM for framerelay cards used for SPNNI
connections)
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VNS Information

The VNS Information menu, shown in the following example, provides configuration information
about a specific VNS. There will be a separate VNS Information screen for each VNS in the VNS
WAN switching network. When completing this menu, press Return for fields that do not haveto be
changed. The Nodes Information and Cards Information menus must have been completed before

you compl ete this menu.

VNS | nformati on Exanpl e Menu

HRAHH R R i B R BT R T AR R T R R R

#

#

#

#

# VNS Nane [ vnslab8 ]
# Node Nane [ dasipx1l ]
# Node | P Address [ 192.168.200.111
# Shut Down Ti nmer [ 3 ]
# CDR File Count [ 10 ]
# SPNNI Type [ 1 ]
# Read Comm String [ public

# Wite Comm String [ private

# Keep Alive Timer [ 2 ]
# RRP_UDP Port [ 5134 ]
# Config Redundancy?[ 1 ]
# Cperational Status[ 2 ]
# VNS | P Address [ 192.168.4.68 ]
# Enter 's' to skip record or 'q'
#

#

?

#

#

#

#

#

#

#

Statistics [ 2 ] #
COR File Interval [ 1 ] #
Conpression Type [ 6 ] #
] #

] #

State Change Tiner[ 30 ] #
RRP Retry Count [ 10 ] #
Enabl e Mul ti Domai n[ 2 ] #
Operational Role [ 1 ] #
CVM Redundancy [ 2 ] #
to quit [ ] #
#

#

PHBHI AR R R R R R R R R AR RS R i R R

The VNS Information menu contains the following fields:

® VNS Name—A unique 8-character name for this VNS.

® Node Name—The name, up to 10 characters, of the IGX/IPX nodeto which thisVNSisdirectly

attached.

® Node P Address—The dotted decimal |P address of the IGX/IPX’sLAN port.

® Shut Down Timer—Specifies the grace period in seconds allowed for calls to terminate when
the VNS s being shut down. The rangeis 0 to 65535, with a default of 0. Set thisto O to cause

an immediate shutdown.

® Statistics—Thisfield is not used in thisrelease. You must enter a2 or a 3, however.

— 2= Statistics generation is on, the default.

— 3= Statistics generation if off.

Note To completethis menu, you must enter one of the optionsfor the Statistic’ sfield. This choice

does not affect the operation of the VNS, however.

® CDR File Count—Specifiesthe number of CDR filesthat the VNS will generate before starting
to reusefiles, over-writing their content. The rangeis 1 to 65535, with no default.

® CDR Filelnterval—Specifies the interval in minutes for which a CDR file will be generated.
After thisinterval expires, the VNSwill close the currently open file and start writing to the next

one. Therangeis 1 to 65535, with no default.
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® SPNNI Type—Identifies whether either DPNSS, QSIG, ETS, or AT&T 4ESS ISDN signaling
variant is being used. Thisfield isinformational only; you fill it in only to help identify your
network:

— 1=DPNSS

— 2=QSIG

— 3=JISDN (Q931A)

— 4=Reserved for futureuse

— 5=EISDN (European ISDN, alsoreferred toasETSI)
— 13=AT&T 4ESSISDN

Note If you are using the QSIG protocol package, you must make sure that the SPNNI Typeis set
to QSIG and that the Port Information submenu’s Stack Type Field is also set to QSIG.

® Compression Type—Specifies the type of voice connection. One type of compressionis
selected for the entire VNS network. Compression will not be used during datacalls. The options
are

— 1=a32for ADPCM with 32 kbps compression.
— 2=a24 for ADPCM with 24 kbps compression.
— 3=al6for ADPCM with 16 kbps compression.

Compressed code avoids all zeros and can be used on lines with no other zero code
suppression techniques. Modified 16 kbps technique.

— 4=al6zfor standard 16 kbps ADPCM only. This compressed code can have strings of zeros
and must be used only on lines that do not use ZCS (for example, that use B8ZS).

— 5=a32d used for Enhanced I nstafax, which supports high speed circuits but stays at 32 kbps
when a high-speed modem is detected. This permits ADPCM compression that would
otherwise be unavailable for amodem/FAX circuit.

— 6=c32for both ADPCM and Voice Activity Detection (VAD) with 32 kbps compression.
— 7=c24 for both ADPCM and Voice Activity Detection (VAD) with 24 kbps compression.
— 8=c16 for both ADPCM and Voice Activity Detection (VAD) with 16 kbps compression.

Compressed codes avoid all zeros and can be used on lines with no other zero code
suppression techniques. 16 kbps compression is non-standard.

— 9=cl6z for standard ADPCM 16 kbps compression and Voice Activity Detection (VAD).
This compression can have long strings of zeros and should be used only on trunks that do
not use ZCS (for example, that use B8ZS).

— 10 = c32d used for Enhanced Instafax, which supports high speed circuits but stays at 32
kbps when a high-speed modem is detected. This permits ADPCM compression with VAD
that would otherwise be unavailable for amodem/FAX circuit.

— 11 = p for a 64 kbps connection with no compression and supports A-law or mu-law
encoding and conversion, level adjustment (gain/loss).

— 12 =t for aclean 64 kbps connection with no compression, i.e., clear channel data traffic.
Transparent connectionstreat al bits, including signaling bits, as data bits and disables any
gain adjustment conversion that may be specified.
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— 13 =v for PCM with VAD but no other compression.

Note The VNS provides support for 16k LDCEL P connections only between IGX UVM cards.
Therefore, once this compression typeis specified, it is assumed that all SV Cs are being made from
UVM to UVM cards. If there are a mixture of CVM/CDP and UVM cards in the WAN switching
network, the VNS will automatically fall back to atype of ADPCM compression supported by all
card types in the network.

Note Voice connection parameters are described in greater detail in the Cisco WAN Switching
System Overview, in the Voice Connections chapter of the Cisco WAN Switching Command
Reference, and in thereference document for the Cisco wide-areaswitch. For instance, the Cisco |PX
Reference describes voice connection parameters within the description of the Channelized Data Pad
(CDP) card.

® Read Comm String—Specifies the Read Community String that hasto be used by an SNMP
manager sending GET or GETNEXT requests to the VNS. The rangeis 1 to 32 characters.

® Write Comm String—Specifies the Write Community String that has to be used by an SNMP
manager sending SET requests to the VNS. Therangeis 1 to 32 characters.

® Keep Alive Timer—Specifies the frequency in seconds that the Role Resolution protocol
messages are exchanged between the pair of redundant VNSs. It has arange of 1 to 60, with a
default of 5.

® State Change Timer—Specifies the period in seconds used by the Role Resolution protocol to
change states. It hasarange of 10 to 120, with adefault of 30. Thisfield istypically not changed
from its defaullt.

® RRP_UDP Port—Specifies the UDP port number for the Role Resolution protocol to run
between the two VNSs. It has arange of 3000 to 65535, with a default UDP port of 5134.

Note When completing the VNS Information menu, typically you do not change the RRP_UDP
Port field from its default (5134). Simply press Return when the cursor reaches that field.

® RRP Retry Count—Specifies the number of retries before the Role Resolution protocol
declaresthe peer VNSasunreachable. It hasarange of 10toa100, with adefault of 10. Typically
the RRP Retry Count should be set to 10 or greater.

® Config Redundancy?—Helps configures redundancy for this VNS, by starting the Role
Resolution protocol:

— 0= No, the defaullt.
— 1=Yes.

To complete the redundancy configuration, you have to complete the More VNS Info and
Redundancy Information menu for both VNSsin the redundant pair. (Chapter 8 contains a
procedure for configuring redundancy in the section, Configure Redundancy.)
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Enable MultiDomain--Thisfield is used to re-enable multidomain service, when there are two
pairs of redundant VNS's controlling different VNS areas, and multidomain service becomes
disabled. Multi-domain service could have become disabled when one of the VNS'sina
redundant pair went Out of Service and there was a problem bringing the VNS's Frame Relay
Port back In Service.

This Enable MultiDomain field has the following options:

— 1=Disabled (Thisisaread-only value, it means that Multi-Domain service is enabled but
not working. This could mean that the Frame Relay port on the node could not be Uped or
that you could not Down the standby VNS Frame Relay port.)

— 2 =Enabled. Enter 2 to enable multidomain service if it has become disabled as described
above.

During an initial installation, if you are not using multidomain service, leave thisfield alone.
CVM Redundancy—Specifies whether or not CVM Redundancy is activated.

— 1=Disabled

— 2=Enabled

Note The CVM Redundancy field (and feature) also appliesto UVM cards.

Operational Status—A read-only indicator of the current Operational Status of thisVNS. The
options are;

— 0=Unknown, the default.

— 1= outOfService indicates that the VNS is not operational either due to an error condition
or that the VNS had previously been taken out of service

— 2=Inserviceindicates that the VNS is operation but not necessarily processing calls. It
could be in standby mode.

Operational Role—A read-only indication of the current Operational Role of the VNS. The
values can be:

— 0 =unknown, the default.

— 1=activeindicates that this VNS isthe active VNS of aredundant pair. The active VNS
performs al the call processing and configuration updates.

— 2=gtandby indicates that this VNS is the standby VNS of aredundant pair. The standby
VNS waits for the active VNS to fail and will then take over the call processing once the
previously active VNS assumes the standby role.

VNS P Address—A read-only field indicates the I P address in dotted decimal format of this
VNS. Thisfield is automatically completed by the VNS.
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More VNS Info and Redundancy Information

TheMore VNS Info and Redundancy Information menu, shown in the following example, provides
information for the VNS and its redundant peer. (The Nodes Information and Cards Information
must be completed before you complete this menu.) This menu has to be completed for both VNSs
in aredundant pair. Make sure the redundant VNS is turned off while configuring the active VNS.
When completing the More VNS Info and Redundancy Information menu, make sure to enter the
Peer |P Address correctly. Also make sure to set the Admin Role to 1 (active). Save the record.

Open and compl ete another More VNS Info and Redundancy Information record that corresponds
to the peer VNS. Enter the Peer IP Address so that it points back to the Active VNS. Set the Admin
Roleto 2 (standby). Save the record.

When these records have been completed, you can turn on the redundant (peer) VNS.

An active redundancy record for the active VNS must exist, you can not delete it. Also you cannot
delete a standby redundancy record when the standby VNSis In Service.

More VNS | nformation and Redundancy | nformation Exanpl e Menu
HHHH R RO R TR

# #
# #
# #
# #
# VNS Nane [ vnsl ab8 ] #
# Voice Port#l [ dasipx1l.4.1 ] #
# Voi ce Port#2 [ ] #
# Frame Relay Port [ dasipx1l.5.1 ] #
# Operational Status[ 2 ] Operational Role [ 1 ] #
# Admi n Status [ 1 ] Admi n Rol e [ 1 ] #
# Peer | P Address [ 0.0.0.0 ] #
# VNS FR-IP Address [ 0.0.0.0 ] #
# Peer FR-IP Address[ 0.0.0.0 ] #
# #
# Enter 's' to skip record or 'q toquit [ ] #
# #
# #
# #
# #
# #
# #
# #
B St

The More VNS Info and Redundancy Information menu contains the following fields:
® VNS Name—A unique 8-character name for this VNS.

® VoicePort #1—The D (node.dlot.port) of the voice card (e.g., CVM on an IGX switch or CDP
on an IPX switch) whichisdirectly attached to the E1 NIC card. Thisfield islinked to the Nodes
Information and the Cards Information menus.

® VoicePort #2—The D (node.slot.port) of the voice card (e.g., CVM on IGX switch or CDP on
the IPX switch) which is directly attached to a second E1 NIC card in this VNS.

® FrameRelay Port—The D (node.slot.port) of the Frame Relay Port (e.g., FRP card on the IPX
switch) to which the Frame Relay (RS422 to V.35) card is directly attached.
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Operational Status—A read-only indicator of the current Operational Status of thisVNS. Since
thisis not a user-configurable field, the cursor will skip over it. The possible valuesin aMore
VNS Info and Redundancy Information record are;

— 0=unknown.

— 1= outOfService indicates that the VNS is not operational either due to an error condition
or that the VNS had previously been taken out of service.

— 2=Inserviceindicates that the VNS isin operation but not necessarily processing calls. It
could be in standby mode.

Operational Role—A read-only indication of the current Operational Role of the VNS. Since
thisis not a user-configurable field, the cursor will skip over it. The possible valuesin aMore
VNS Info and Redundancy Information record are;

— 0=unknown.

— 1=activeindicates that this VNS isthe active VNS of aredundant pair. The active VNS
performs al the call processing and configuration updates.

— 2=gtandby indicates that this Voice is the standby VNS of aredundant pair. The standby
VNS waits for the active VNS to fail and will take over the call processing once the
previously active VNS assumes the standby role.

Admin Status—Used to change the Operational Status of the VNS. The options are:
— 1=outOfServicebringsthe VNSto an off-line state where the configuration can be updated.

— 2=inServiceindicatesthat the VNSisto be brought into an operationa state. Itsrole being
indicated by Operational Role.

— 3=resetConfig will cause the VNS to read a new configuration from disk.
— 4 = shutdown shut downs the VNS after the grace period indicated by Shut Down Timer.

Admin Role—Used to change the Operational Role of a VNS in aredundant pair. The options
are

— 1= activeto cause a change from standby to active which causes the standby VNS to take
over al call processing once the previously active VNS assumes the standby role.

— 2= standby to cause a change from active to standby which causes al the calls on the active
VNS to become terminated and the standby VNS to become active.

Peer | P Address—Specifiesthe |P addressin dotted decimal format of the other (the peer) VNS
in aredundant pair.

VNS FR-I1P Address—Thisfield is not used. Skip over thisfield. It has an address of 0.0.0.0in
the VNS records.

Peer FR-IP Address—Thisfield is not used. Skip over thisfield. It hasan address of 0.0.0.0in
the VNS records.
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Configuring UNI or PBX Addressing

The UNI (User Network Interface) or PBX addressing configuration menus must be completed in
the following order:

® Ports Information (option 11 on VNS Records menu)

® Address Information (option 5 on the VNS Records menu)

® Address Screening Rules (option 7 on the VNS Records menu)

® Transformation Rules (option 8 on the VNS Records menu)

® Multihome Port Configurations (option 13 on the VNS Records menu)

® Multihome Policy Configurations (option 14 on the VNS Records menu)

Ports Information Submenu

The Ports Information submenu, shown in the following example, leads to other menus that provide
information about the UNI portsinaVNS's area.

Ports Information Menu
HU ST T R R R R R R R TR R R R R R H R R R R H PR R R R R R H R R R R R R R
#

ci scoSystens/ StrataCom V N S
Configuration Interface, Release 3.0.00

1. Port Information
2. Screening Type Infornation
3. Return to Main Menu

Enter your sel ection:

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#

EE L E E E EE R E E E E R R

PHBHHHH AR R R

The Ports Information menu contains the following options:
1 Port Information

2 Screening Type Information

3 Return to Previous menu

To access one of the options, enter the selection index number and press Enter.
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The Port Information menu, shown in the following example, creates a record information about a
UNI portinaVNS'sarea. You must create one of these records for each UNI port in the VNS's
service area. The Nodes Information and Cards Information menus must have already been
completed before you can compl ete this menu.

Port Information Exanple Menu
HHHHHHHHHH
#

Port Descri ptor [ vnsigx11l.9.1 ]
Port Type [ 1 ] Port State [ 2 ]
UNI Channel [ 16 ] VNS Channel [ 1 ]
First Channel [ 1 ] Last Channel [ 31 ]
Channel Alloc Role[ 3 ] Channel Allocation[ 3 ]
Interface ID [ 1 ]
Statistics [ 2 ] Stats Interval [ 60 ]
Stack Type [ 13 ] Record Oper State [ O ]
PBX Type [ sei menspbx ]

Enter 's' to skip record or 'q toquit [ ]

EE L E E E E E S E E E E R R

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#

PHBHHHHH R R

The Port Information menu contains the following fields:

Port Descriptor—The node.dot.port notation that identifies the specific UNI port.

Port Type—The type of UNI port. The options are:

— 1=UNI (User Network Interface)

Other values are reserved for future use.

Port State—The read-only current state of the port. The values can be:

— 0 =unknown.

— 1= outOfServiceindicates that the port is not operational, which is the default.

— 2=inServiceindicates that the port is fully operational and can be used by the VNS.

UNI Channel—Thelogical channel (1 -31) of the signaling channel on the UNI. Thislogical
channel corresponds to the E1 timeslot (TS), typically TS16, carrying signaling information
between the PBX and the VNS WAN switching network. (For CASto QSIG conversion, the UNI
Channel is 25 as described in Appendix |, Channel Associated Signaling Voice Switching.)

VNS Channel—Thelogical channel (1-31) on the E1 NIC in the VNS carrying the signaling
information from the node to the VNS. Since al 30 of the E1 NIC’slogical channels (timeslots)
are used to carry signaling information from a UNI port (i.e., a PBX) to the VNS, any of these
logical channels can be assigned. (The user should keep track of which signaling channel is
assigned to which voice port.)

First Channel—The first channel in the range of channels on this UNI port available for user
data. Thisissimilar to the first channel in ahunt group. Therangeis 1 to 31.
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® | ast Channel—Thelast channel in the range of channels on this voice port available for user
signaling. Thisis similar to the last channel in ahunt group. Therangeis 1 to 31.

® Channel Alloc Role—Thisfield isincorrectly named. It should be renamed LAP role A/B. For
all protocols, aside A can only be established with aside B. The options are:

— 1=unknown
— 2=sdeB (daveor user)

— 3=sddeA (master or network)

Note DPNSSX - Y isnot configurable. Side A isaways side x and side B isaways side .

Note With CASsignaling, as described in Appendix I, Channel Associated Signaling Voice
Switching, the protocol is operating between the IGX’s UVM card and the VNS. The UVM always
performs the master role, so the VNS must be set to slave.

® Channel Allocation—Thisfield isincorrectly named. It should be thought of as channel
assignment. It specifiesthedirection (fromlow-to-high or from high-to-low) whichthe VNSwill
assign channelsfor callsfromaPBX. Low end specifiesthat channelsare assigned fromthe First
Channel to the Last Channel; high end specifiesthat channel s are assigned from the Last Channel
totheFirst Channel. (First and Last Channelswere specified in previousfields of thismenu.) The
options are;

— 1=unknown

— 2=low end (from low to high channels, such asfrom 1 to 31, or from whatever channel was
specified as First Channel to the Last Channel)

— 3=high end (from high to low channels, such asfrom 31 to 1, or from whatever channel
was specified as Last Channel to the First Channel)

Note For ISDN preferred/exclusive is not configurable. For incoming requests both preferred and
exclusive will be processed. All outgoing calls are exclusive.

® |Interface ID—TheID of the E1 NIC voice port connected to this UNI port.
— 1=VoicePort 1 (E1 NIC 1, whoselocation is shown in Figure 6-2)
— 2=VoicePort 2 (E1 NIC 2, whose location is shown in Figure 6-2)

® Statistics—Thisfield isnot used in this release. The options are:
— 2=on

— 3=off

Note To completethis menu, you must enter one of the optionsfor the Statistic’ sfield. This choice
does not affect the operation of the VNS, however.
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Statistics | nterval—Specifiestheinterval, in minutes, at which statisticsfor this port are written
to file, when statistics generation is turned on. Therangeis 1 to 65535. (Note that statistics are
not collected in this release.

Stack Type—Thisfield specifiesthesignaling stack (i.e., protocol variant) that thisUNI port will
use. When Break-Out/Break-Inis not used, this field must be set to match the protocol type your
VNS WAN switching network is running. If this port is going to be used as the
Break-Out/Break-In port, you select 5, ETSI. The options are;

— 1=DPNSS

— 2=QS8IG

— 3=JISDN (Q931A)

— 4=Reserved for futureuse

— 5=EISDN (European ISDN, also referred to as ETSI). Thisis the option when the port
is used as the Break-Out/Break-In port.

— 13=AT&T 4ESSISDN

Record Operational State—Thisfield isused to monitor the operation being performed on the
port record. Currently only the delete operation is monitored. When a port is being deleted, al
the addresses configured for that port have to be deleted before the port can be deleted. This can
take several minutes. This field indicates the progress of the deletion. You have to exit and
re-enter the menu to seethe updated status of thisfield. On success of adel ete operation, thevalue
is set to on unsuccessful it is set to 4. The possible values are:

— 0= successful
— 1=adding

— 2=deleting

— 3 =modifying
— 4= unsuccessful

You can delete arecord only when it isin the O or 4 state. Once a port has been deleted the port
record will no longer be accessible.

PBX Type—Thisfield creates a cause code file associated with this port. To create afile, you
enter a1 to 16 character text string, such as*“ seimenspbx” in thefield. The cause codefile can be
used to map cause codes to a particular cause code for your PBX type. Once the cause code file
has been created, you use option 16, Cause Code Information, on the VNS Record menu to
maodify the default cause code mapping for your particular PBX. For information on modifying,
the default cause code file, see the Cause Code Mapping.

A typical use of the PBX Typefield isto create a cause codefile for a specific type of PBX, then
reference that file, by entering the appropriate PBX Type, for each PBX of the sametypein your
network.
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Screening Type Information

Screening allows you to screen addresses, that is, filter calling party and called party numbers. In
other words, you can create lists of numbers from which or to which you will alow calls, or lists of
numbers from which or to which you will not allow calls. Using the Screening Type Information
menu, shown in the example, you can select the type of screening you are going to do for calling
parties (that is, source) or the called parties (that is, destination) for a UNI port. (The Address
Screening Information menu is used to specify the actual addresses that are going to be screened.)
Typicaly, you use this menu to select the type of screening which will allow you to create the shorter
screening list. For example, if you have asmall number of addresses (called party numbers) to which
you do not want to alow calls, you would select Destination Screen Type disallowed; then use the
Address Screening Information menu to specify these addresses.

Screeni ng Type | nformation Exanple Menu
HHHHHHHHHHH
#

Port Descri ptor [dasigx1l.7.1 ]
Source Screen Type [2 ] Destination Screen [2 ]

Enter 'c' to conmt changes or 'q" to quit [ ]

EE L E E E EE R E E E R R R
S I g g e L E R

PHBHHHHH R R R

The Screening Type Information menu contains the following fields:

® Port Descriptor—The UNI port ID (node.slot.port) of the port for which you are going to screen
addresses (that is, calling and called party numbers).

® Source Screen Type—Thetype of source (calling party) screening configured. Screening types,
which are configured with the Address Screening Information menu, can be either;

— 1=allowed toindicate that the screening identifies addresses, which will be specified with
the Address Screening Information menu, that are permitted from this port.

— 2=disallowed indicatesthat the screening identifies addresses, which will be specified with
the Address Screening Information menu, that are not permitted from this port.

® Destination Screen—The type of destination (called party) screening configured for this port.
The screening types are:

— 1=allowed toindicate that the screening identifies addresses, which will be specified with
the Address Screening Information menu, that are permitted to this port.

— 2=disallowed to indicate that the screening identifies addresses, which will be specified
with the Address Screening Information menu, that are not permitted on this port.
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The Address Information menu, shown in the following example, describes the addresses, the
telephone number format, assigned to a UNI port in aVNS's area. When you browse the Address
Information records, they will be displayed in a sorted, descending order. For example, Address
8000 will be displayed before Address 7999, which will be displayed before Address 900, and so on.

The Nodes Information, Cards Information, and Ports | nformation menus must be completed before
you can complete this menu.

Address Infornation Exanpl e Menu
HHHHH R HHH R T R

# #
# #
#  Address [069****=xx ] #
# Port Descri ptor [dasigx1l.7.1 ] #
# #
# Enter 'c' to conmt changes or 'q" to quit [ ] #
# #
# #
# #
# #
# #
# #
# #
# KEY: The address configured on the | ocal VNS. #
# #
# #
B St

The Address Information menu contains the following fields:

® Address—An address, i.e.atelephone number, for aUNI port inthisVNS' sarea. An address can
be astring of 1 to 40 digits or characters.

When the QSIG protocol is used, to avoid having to enter very complex numbering plans and to
speed up the call routing process, the VNS allows the use of wildcards (that is, the* symbol) in
an address. For instance, you could enter Address 069***** to route all calls beginning with 069
to the PBX attached to UNI port dasigx1.7.1.

For exceptionsyou add another Address | nformation record, specifying the compl ete address and
port. For instance, you could add Address 069-123456 and Port Descriptor dasigx1.6.1 and
Address 069124*** and Port Descriptor dasigx1.5.1 to route those calls to different PBX’s.

When using wildcards, you must observe the following rules:
— All addresses must start with a digit.

— Theexception digitscannot exceed thelength of the default string. That is, if the default entry
is069*** (7 digits), any specific entrieshaveto be 7 digitsor less. If the specific entry isless
than 7 digits, use the wildcard symbol (*) to fill out the string, such as 069124*** _ |n other
words, the default string must be as long or longer than the largest exception.

— Onewildcard symbol needsto be entered for every digit that needs to be processed. For
example, **** indicates four digits.

— Thewildcard symbols must be entered as consecutive digits. Thus, 069****** s allowed,
but 069**5*** s not allowed.

® Port Descriptor—The port 1D (node.slot.port) on the node (IGX/IPX switch) of the UNI port
for which the specified address/telephone number is configured.
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Address Screening Information

The Address Screening Information menu, shown in the following example, is used together with
the Screening Type Information menu to create the lists of called party (that is, source) and calling
party (that is, destination) addresses that you are going to filter (allow or disallow) for the specified
UNI port. The Screening Type Information must have been completed before you can compl ete this
menu. This menu specifies the address (that is, the called or calling party number) that is allowed or
not allowed for a specific port, while the Screening Type Information menu specifies the type of
screening that will be performed. This menu creates one record for your screening list. You must
complete one record for each number you want to screen.

Address Screening | nformati on Exanpl e Menu
HHHHH R R
#

Addr ess Screening Rule

[ 5551234 ]
Port Descri ptor [dasigx1l.7.1 ]
Screeni ng Type [2 ]

Enter 'c' to conmmt changes or 'q" to quit [ ]

KEY: The address screening rule.

E R E L E R R E E E E R
N L e e E E EE E E E R R E R

PHBHHHHH R R R

The Address Screening Information menu contains the following fields:

® Address Screening Rule—The full 20-byte address, a prefix, or a partial address that will be
screened (that is, filtered) at the specified UNI port. Theruleisentered asastring of 1to 30 digits
or characters.

® Port Descriptor—The UNI port ID (node.slot.port) notation on the node (1GX/IPX switch) to
which the screening rule will be applied.

® Screening Type—Specifies the type of address screening implemented for this port. Screening
can be applied as a source (calling party) screen, a destination (called party) screen, or both a
source and destination screen. The indexed options are:

— O0=unknown

— 1= sourcescreening (caling party filtering)

— 2 =degtination screening (called party filtering)

— 3 =both source and destination screening (both calling party and called party filtering)
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Transformation Rules Information
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The VNS provides address (that is, number) tranglation to route public network telephone numbers
over aVNS private networks. This tranglation feature can be used to translate a public number to a
private number for Break-1n and a private number to a public number for Break-Out. (The
Break-Out/Break-In feature is described in Chapter 1 in the section, Break-Out/Break-1n Feature.)

The Transformation Rules Information menu, shown in the following example menu, specifies the
way anumber is transformed, that is converted from one number to another. Transformation rules
applied to a particular UNI port and can be applied to calling party or called party numbers. The
Nodes Information, Cards I nformation, and Ports Information menus must be completed before you
can complete this menu.

Transformation rules can not be applied between VNS domains.

Transformati on Rules Informati on Exanpl e Menu
HHHHH R R
#

Port Descri ptor [dasigxl.7.1 ]
Priority [1 ]

Pattern to Locate

[~123 ]
Pattern to be Repl aced
[$0 1
Repl acenent Digits
[1234 ]
Direction [4 ] Application [3 ]

Enter 'c' to conmmt changes or 'q" to quit [ ]

KEY: The port descriptor to which transformation rule is to be applied

E R L L L E R R E E E E R
g e N e e E L E E E E E E E R

PHBHHHHH R R R

The Transformation Rules Information menu contains the following fields:

® Port Descriptor—The UNI port ID (node.slot.port) of the port to which the transformationisto
be applied.

® Priority—A unigue number that identifiesthistransformation rule record. There can be multiple
Transformation Rules associated with asingle UNI port. You must assign a unique Priority
number for each record that you complete for a specified port. (Thisfield does not determine the
priority with rules are applied.) Therangeis 1 to 65535.

® Pattern to Locate—The pattern of digitsthat are to be located in an address before the
Transformation Rule can be applied. It also specifies where in the Address these strings can be
located. For instance, the character “~” included in the pattern indicates that the remaining digits
areto belocated at the start of the address. The character “$” indicates that the remaining digits
areto belocated at the end of the address. For example, if you wanted to transform numbers
beginning with the digits“ 123", you would enter “*123" in thisfield. Therangeis0to 40 digits
or characters.
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® Pattern to be Replaced—The pattern of digitsthat are to be replaced in an address and the
location of these digitsin the address. For instance, the character “/” in the pattern indicates that
the remaining digits are to be located at the start of the address. The character “$” indicates that
the remaining digits are to be located at the end of the address. For example, if you wanted to
replace the digit “0” at the end of a string, you would enter “$0” in thisfield. Therangeis 0 to
40 digits or characters.

® Replacement Digits—Specifiesthe digitsthat are to replace the digits listed in the Pattern to be
Replaced field. For instance, if you want to replace the “0” in the Pattern to be Replaced field
with the digits “1234”, you would enter “1234" in thisfield. Therangeis 0 to 40 digits.

® Direction—Species the direction of the calls to which the Transformation Rules are to be
applied. The options are:

— 2=1inComing specifies calls that originate on the specified UNI port.
— 3= outGoing specifies calls that terminate on the specified UNI port.
— 4 =Dboth directions.

® Application—Specifies the different addresses in a call request that the transformation Ruleis
to be applied to. It is abit mask with each bit indicating the following:

— bit O—called party number (the decimal equivalent is 1; thus enter 1 for called party).
— bit 1—calling party number (the decimal equivalent is 2; thus enter 2 for calling party).

Note There are not other types of addresses supported by the Application field.

If any hit is set then the Transformation Rule will be applied to that number. Although the
Application field isimplemented as a bit mask, it is entered as a decimal number, with a
range of 0 to 65535. Therefore to select “ called party number,” you would enter 1, and to
select “calling party number,” you would enter 2. To select both “calling party number” and
“called party number”, you would enter 3, the sum of the decimal equivalent of the two set
bits.
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Wildcard Translations

Thewildcard **’ character is supported in translation patterns. To use wildcard trandations, follow
these guidelines:

® There can be one contiguous stream of wildcard charactersin a given pattern. For instance
55**** 55 is ok, but 55**3**55 is not ok.

® A pattern must not start with awildcard character.

® When awildcard stream is embedded between to digit streams, a wildcard character matches
only one digit (between 0 and 9) at atime. For example, in 77888***001, each * represents one
digit that needs to be trandated.

® A trailing wildcard string when present also matches one digit to one wildcard character that
follows the digits the wildcard string the is trand ating. For example. in 77888*, the trailing *
matches one digit beyond 77888.

® Thetrandated to number may or may not have the same number of digits asthe trandlated from
number.

® Each wildcard * in the number that is being translated can only represent one single digit that
needs tranglation.

The use of wildcards greatly simplifies the use of transformation rules. For instance, if you wanted
to translate all the numbers between 200 and 299 to the same address, without wildcards you would
haveto create 100 Transformation Rule records, onefor 200, another for 201, another for 202....until
you reached 299. With wildcards, a single record can use 2** to trandate all the numbers between
200 and 299.

Translation Limitations

7-26

Thenumber of digitsinatranslation rule should not exceed the number of digitsinalocal or network
address or the call will be routed before the number istransated. Alsoif the number cominginto be
translated does not match aroute address, the call will be rejected when the first number that does

not match isfound. Thusacall which needsto be translated, could be rejected before the translation
has been performed.

To avoid these limitations, careful planning of network addressing and transformation rulesis
necessary.
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Multihome Port Configurations

The Multihome Port Configurations menu, option 13 on the VNS Records menu, shown in the
following example, is used when configuring Multihomed E1 UNI port pairs. Multihoming E1 Ports
isdescribed in Chapter 1in section Multihomed E1 Links. Multihomed portstypically havethe same
address configured for them and are used to increase the hit ration of successful calls to a specific
address, load-sharing, or backup for a particular link.

You must create one of these records for each of portsin a multihomed pair. For instance, to
multihome dasigx2.7 to dasigx2.8, after committing the record shown below, you would create a
record for dasigx2.8 with dasigx2.7 as the multihomed port, also with a select policy of 8. If you
were going to multihome 3 UNI ports, A, B, and C, you would complete 6 Multihome Port
Configuration records. Two for A & B, two for B & C, and two for A & C.

The Nodes Information, Cards Information, and Ports Information menus must already have been
configured before you can complete this menu.

Mul ti home Port Configurations Exanple Menu
HHHH R RO R TR
#

CPE Port
[dasi gx2.7 ]
Mul ti hormed Port [ dasi gx2. 81 ]
Sel ect Policy [8 ]

Enter 'c' to conmt changes or 'q" to quit [ ]

E R L L E R R E E E E R R
e e e e R E L E L E E E R

PHBHHHH AR R R

This menu includes the following fields:

® CPE Port specifiesin Cisco Node.Slot.Port notation the first port in the multihomed pair. This
port is considered the primary port of multihomed pair.

® Multihomed Port specifiesin Cisco Node.Slot.Port notation the port being multihomed to the
primary port.

® Sdlect Palicy specifiesthetype of selection criteriathe VNSwill useto determine which of these
portsto route a specific call to. The Select Policy is entered as an index number indicating:

— 1= A round-robin alternation between each port

— 2 = Port with most bandwidth available

— 4= Port with the least amount of transients (that is the fewest amount of callsto it)
— 8= 0Or port with least errors
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Multihome Policy Configurations

The Multihome Policy Configurations menu, option 14 on the VNS Records menu, shown in the
following example, isused to provide aweight for a Select Policy when more than one Select Policy
is specified for a multihomed port pair. Multihoming E1 Portsis described in Chapter 1 in section
Multihomed E1 Links.

The Nodes Information, Cards Information, and Ports Information menus must already have been
configured before you can complete this menu.

Mul ti home Policy Configurations Exanple Menu
HHHHH R HHH R T R
#

Port Description

[dasigxl.7.1 ]
Pol i cy [8 ]
Wi ght age [100 ]

Enter 'c' to conmmt changes or 'q" to quit [ ]

KEY: The port descriptor where the policy is Iinked.

EEE L E R R E E E R
e e e R E E E L E E E E E E

PHBHHHHH R R

This menu includes the following fields:

® Port Description specifies which port in Cisco Node.Slot.Port notation to which you want to
weight a specific Selection Policy for the VNS's port sel ection process.

® Policy indicates the index number (1, 2, 4, or 8 as described in the previous section Multihome
Port Configurations) selected for the specified port.

® Weightageindicatesthe amount of weight (between 0 and 100) that the VNS should apply to the
specific Select Policy. O (zero) indicates no weight and will never be taken into account; 100 is
full weight and will always be the first consideration.

On a specific port, each of the Select Policies could be assigned a different weight. When there
are more than one pair of multihomed ports configured for the same primary port, the VNS will
consider all the selection policiesand al of their weights before routing a call to a specific port.
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Configuring Multiple Domains

The multiple domain configuration menus must be completed in the following order:
® | oca Adjacency Information (Option 2)

® Network Prefix Information (Option 6)

® Network Adjacency Information (Option 3) (not used in VNS Release 2.1)

Naturally if there were only asingle VNS domain in your VNS WAN switching network, these
menus would not have to be compl eted.

Local Adjacency Information

The Local Adjacency Information menu, shown in the following example, provides information
about locally adjacent VNS's, that isVNS' scontrolling separate VNS domains and connected to one
another through a Frame Relay PV C (that is, a SPNNI connection). After committing this record,
the VNS instructs the node (IGX or IPX switch) to build the Frame Relay connection to the remote
VNS. (The exampleisactually alLocal Adjacency Information record; the VNS State field will not
appear on the Local Adjacency Information menu.) Local Adjacency menus have to completed at
both ends of the SPNNI connection. (Chapter 8 contains an example of counterpart Local Adjacency
records in the section Local Adjacency Example.)

Note Inthisrelease, the VNS signaling is done over afull-mesh network. Every VNS has aframe
relay PV C to every other VNS controlling a separate domain in the network. Thus every VNS is
considered “locally adjacent” to every other VNS.

Local Adjacency |nformation Exanple Menu
BT R R R R R R R R R H TR H R R H R R H R R H PP TR R PR R R R R
#

VNS Nane [ boysen ] St andby VNS Nanme [ ]

Local Port Type [ 3 ] Local DLCI [ 100 ]

Renpote Port Desc [ dasigxl.4.1 ] Renmpt e DLCI [ 200 ]

Li nk Wei ght [ 1 ] VNS State [ O ]
[ ]

Rmt Stby Port Desc

Enter 's' to skip record or 'q" to quit [ ]

EE L E E E EE R E E E E R R
EE T It R Tt T T T T T (R I I e ey

PHBHHHHH R R R
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This menu contains the following fields:

VNS Name—The unique 8-character name of the adjacent VNS.

Standby VNS Name—The unique 8-character name of the adjacent VNS's peer unit. Thisfield
has to be completed when the adjacent VNS is part of aredundant pair.

Local Port Type—The type of frame relay port. It can be configured as either network or user
Cisco Proprietary Network-to-Network Interface (SPNNI, N-SPNNI or U-SPNNI). Thetwo ends
of aframerelay signaling PV C must be configured differently for aconnection to be established,
i.e., one end must be u-spnni and the other must be n-spnni. To select the Local Port type, enter
one of the following index numbers:

— 2=U-SPNNI.
— 3=N-SPNNI.

Local DLCI—TheDLCI at thelocal VNS of the framerelay PV C to thelocally adjacent VNS.
Thefactory default range of DLClsreserved for the Local DLCI is101 to 113. If you need to use
aDLCI whichisnot in this default range, you will have to add the DLCI to thefr_conv fileasis
described in Chapter 6 in the section, Modifying the Default Range of VNS DLCIs.

Remote Port Desc—Port ID (node.slot.port) on the node (IGX/IPX switch) connected to the
remote VNS used to establish theframerelay PV C with thelocal VNS. In other words, thisisthe
remote Node's port ID which is connected to the remote VNS's Frame Relay Card.

Remote DL CI—The DLCI at theremote VNS of the framerelay PV C between locally adjacent
VNS's. The factory default range of DLCls reserved for the Local DLCI is 101 to 113. If you
need to use a DLCI which is not in this default range, you will have to add the DLCI to the
fr_conv fileintheremote VNS asisdescribed in Chapter 6 in the section, Modifying the Default
Range of VNS DLCls.

VNS State—Theread-only Operational Status of the adjacent VNS. This status field appears on
Local Adjacency Information record, but does not appear on the Local Adjacency Information
menu. Thisfield can be:

— 0=unknown, the default.

— 1=outOfServiceindicatesthat the VNS haslost connection to the adjacent VNS. This may
or may not be because the VNS has gone out of service.

— 2=inServiceindicates that the VNS s fully operational.

Link Weight—Thisfield isreserved for future use and has no effect. The rangeis 1 to 65535,
with adefault of 1. It will accept any value, but should be l€eft at its default.

Rmt Stby Port Desc--Port ID (node.slot.port) on the node (IGX/IPX switch) connected to the
remote VNS's peer unit’'s Frame Relay Port. In other words, this is the remote nodes Port ID
which is connected to the remote VNS's peer’ s Frame Relay Port. Thisfield hasto be completed
only when the adjacent VNS s part of aredundant pair.

Note Sincethe VNS framerelay signaling network is full mesh, every link (i.e., framerelay PVC
between VNSs) will have the same weight or preference.
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Network Prefixes Information

The Network Prefixes menu, shown in the following example, is used to organize addressesin VNS
areasin the network. These VNS prefixes (or addresses) help to organize the numbering plan for the
VNS WAN switching network. Unique prefixes are typically assigned to each VNS area, much like
an area code in plain old telephone service (POTS).

Net wor k Prefixes Information Exanple Menu
HHHHFR T T R
#

Net wor k Addr ess [ 30 ]
VNS Name [ boysen ]

Enter 's' to skip record or 'q toquit [ ]

EEE L L E E E R E E E E E R
e e e e  E e E E E L E E E E E R

PHBHHHHH R R

The Network Prefixes Information menu contains the following fields:

® Network Address—The address prefix for a specific VNS area. A prefix can beastring of 1 to
30 characters or digits.

® VNS Name—The unique 8-character name of the VNS area to which the address prefix is
assigned.
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Network Adjacency Information

Thismenu isreserved for use when the VNS supports aternate signaling links between VNS areas.
It can not be used in VNS Release 2.1.

The Network Adjacency Information menu, shown in the following example, providesinformation
about the link (frame relay PV C signaling connection) between two VNSsin the network.

Note Inthisrelease, where afull-mesh signaling network is required, this menu has no use. Do not
completeit.

Net wor k Adj acency Informati on Exanpl e Menu
HHHHHHHHHH

First VNS Nane [ dasi gx1 ] Second VNS Nane [ dasi gx2 ]
Li nk Wi ght [1 1

Enter 'c' to conmmt changes or 'q" to quit [ ]

KEY: Uni que nanme of the first VNS, up to 8 chars |ong

EEE E E E E E E E R E E E E E E E SRR
ErE g T T R L E e E R

PHBH AR R R R A R R R AR R R R R

This menu contains the following fields:
® First VNS Name—The unique 8-character name of the first VNS of an adjacent pair.
® Second VNS Name—-The unique 8-character name of the remote VNS of an adjacent pair.

® | ink Weight—The weight/preference assigned to the link (i.e., frame relay PV C) between the
adjacent VNSs. Therangeis1to 65535, with adefault of 1. (Thisfieldisnot used inthisrelease.)
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Configuring Preferred D Channel Routes

The Preferred Route Configurations menu leads to menus that | et you specify a preferred route for
the signaling channel between a UNI port and the VNS, or between two locally adjacent VNS's. The
VNS system adds these preferred routes as signaling PV Csin the network. Preferred routing of these
signaling channels provides the flexibility needed to avoid network congestion, and to provide load
balancing and resiliency across network trunks.

Note Preferred routeswill fail if atrunk they aretraversing fails, such aswhen the trunk is deleted
or upped but not added.

From the Preferred Route Configurations menu, shown in the following example menu, you can
select either:

1 Loca Adjacency Preferred Route Information
2 Port Preferred Route Information

Preferred Route Configurations Exanple Menu
HHHHHHHHHH
#
ci scoSystens/ StrataCom V N S
Configuration Interface, Release 3.0.00
1. Local Adjacency Preferred Route |nformation
2. Port Preferred Route Information

3. Return to Main Menu

Enter your sel ection:

N H HHHHHHFHHE R R

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#

PHBHHHHH R R
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Local Adjacency Preferred Route Information

The Local Adjacency Preferred Route option allows you to specify a preferred route for a SPNNI
connection between two locally adjacent VNS's. Local Adjacency must be configured with the
Local Adjacency Information menu before you can configure a preferred route. Figure 7-1 provides
asimple examplewherethe Local Adjacency Preferred Route option could be used. Inthisexample,
rather than use E1 Trunk 1, you want to route the SPNNI channel between vnslabl and vnslab2 (that
is, thelocally adjacent VNS's) through vnsigx3. The numbers in the example indicate the IGX slot
number of the NTMs, that is, the trunk cards. For instance, the 14 below vnsigx1 indicates that the
NTM (that is, the trunk card isin slot 14.

Figure 7-1 Local Adjacency Preferred Route Example
kb1 LLIRAE: o
E1NE E1 MIC

b | b |
E1 Trunhk 1
| MThA MThA |
wizligsl uishg
MTRA MTRA
14 1
Wilgn3
15
MTRA |
12
| MThA

L1 N

You use the Local Adjacency Preferred Route | nformation menu, shown in the following example
menu, to configure a preferred local adjacency route. The Local Adjacency Preferred Route record
must be configured on both of the locally adjacent VNS's.
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Local Adjacency Preferred Route Infornation Exanple Menu
M H AL A G L A A B G R A B A B B i
#

Renmpte VNS Nane [ vnslab2 ]

Local VNS Nane [ vnslabl ]

Local node [ vnsigxl. 14 ] Renot e node [ vnsigx2 ]
1st Hop [ vnsigx3.12 ] 2nd Hop [ ]
3rd Hop [ ] 4t h Hop [ ]
5t h Hop [ ] 6t h Hop [ ]
7th Hop [ ] 8t h Hop [ ]
9t h Hop [ ]

Enter 's' to skip record or 'q" to quit [ ]

L E E E E e E R E E E E E E R SR
ErE g g T g e e

PHBHI R R R R R R R R R AR RS R I R R

The Local Adjacency Preferred Route Information menu contains the following fields:

® Remote VNS Name is the configured name of the remote VNS, such as, vnslab2 from the
example.

® Local VNS Nameisthe configured name of this VNS, such as vnslabl from the example.

® |oca Nodeisthe node (IGX or IPX switch) to which this VNS s connected. Thisis entered in
node.slot notation, such as vnsigx1.14 from the example.

® Remote Node isthe node (IGX or IPX switch) to which the remote VNS is connected, such as
vnsigx2 from the example.

® 1st Hopthrough 9th Hop fieldsin node.slot notation, such asvnsigx3.12 inthe 1st Hop field from
the example. If the preferred route is routed through other intermediate routing nodes, you
specify the node.dl ot of the trunk card on which the preferred route leaves the node, for the 2nd
Hop, 3rd Hop, and so on.

The preferred route for the Local Adjacency PV C then becomes the concatenation of Loca Node,
all non-empty hop fields (1st Hop, etc.), and the Remote Node. When the Local Adjacency PVCis
built either at boot time or at configuration time, the VNS will send the node (IGX or IPX switch)
SNMP commands to build the connection over the preferred route. If the node fails to set up the
preferred route signaling PV C, it will try to build a PV C through ancther route. Also if the preferred
route fails after it has been built, the node will build ancther route.
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Port Preferred Route Information
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The Port Preferred Route option allows you to specify a preferred route for the signaling channel
from aport (that is, a UNI attached to a PBX) to aVNS. The port must be configured with the Ports
Information Submenu before you can configure a preferred route for it. Figure 7-2 illustrates a
simple examplewhere Port Preferred Routing could be used. In thisexample, there are acoupleways
that the signaling channel (that is, the D channel) could berouted from PBX 2 to vnslab6. Depending
on your traffic loading and network requirements, you could specify either E1 Trunk 1 or E1 Trunk
2 to bethe preferred route. In the example, the numbers at either end of the E1 trunk indicate the slot
numbers of the NTM, that is, the trunk cards.

Figure 7-2 Port Preferred Route Example
s lab
Ei1 NIC

| A | Wl Igss

E1 Trunh 1
[ma |
12 13

]
O Channel
N
| E1 FRI
E1Tunn 2
S ]

14 16

3

In this case, you would use the Port Preferred Routing menu to specify the preferred route. The Port
Preferred Route Information menu is shown in the following example menu.
Port Preferred Route |Informati on Exanple Menu

HEHHHH AR R R
#

Port descriptor [ vnsigx3.8.1 ]

Local VNS Nane [ vnsl ab6 ]

Local node [ vnsigx2.14 ] Renot e node [ vnsigx3 ]
1st Hop [ ] 2nd Hop [ ]
3rd Hop [ ] 4t h Hop [ ]
5th Hop [ ] 6t h Hop [ ]
7th Hop [ ] 8th Hop [ ]
9th Hop [ ]

Enter 's' to skip record or 'q" to quit [ ]

NOH R R R R HHH R H R
HHEHHFHHHHHEHH KR

PHBHI AR R R R R R R AR AR RS R i R R
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The Port Preferred Route Information menu has the following fields:

® Port Description is the port in node.slot.port notation of the UNI port for which you are
configuring a preferred route, such as vnsigx3.8.1 in the example.

® Loca VNS Nameisthe configured name of this VNS, such as vnslab6 in the example.

® Loca Nodeisthe node (IGX or IPX switch) to which this VNS s connected. Thisis entered in
node.slot notation, such as vnsigx2.14 in the example.

® Remote Nodeisthe node (IGX or IPX switch) which contains the remote port, such as vnsigx3
in the example.

® 1st Hop through 9th Hop fields in node.slot notation. If you are routing this signaling channel
through intermediate routing nodes, this field contains the configured node name and the slot
(.slot) of the trunk card on which the signaling channel leaves the node.

The preferred route for the UNI port PV C (that is, the D-channel from the UNI port to the VNS) then
becomes the concatenation of Local Node, all non-empty Hop fields (1st Hop, etc.), and the Remote
Node. When the port PV C isbuilt either at boot time or at configuration time, the VNS will send the
node (IGX or IPX switch) SNMP commands to build the connection over the preferred route. If the
node fails to set up the preferred route signaling PV C, it will try to build a PV C through another
route. Also if the preferred route fails after it has been built, the node will build another route.

Cause Code Mapping

When acall isterminated abnormally, some PBXs can re-route the call on adifferent trunk based on
the cause code that is contained in the disconnection message. Often, the re-route has to be done for
different disconnection causes, but PBXs can be configured to re-route on alimited set of cause
codes. The VNS allows you to configure specific cause codes to be returned to specific PBX types.
Thisconfiguration isdone on aper-port basis (seethe PBX Typefield of the Port Information menu).
Cause codes form the far-end PBX as will as cause codes generated by the VNS will be translated
as configured before being delivered to the near-end PBX.

Configuring cause codes requires the following items:

® Each port will be associated with a PBX type. When a port is added to the VNS database, a
corresponding cause code file will be created. The number of cause code fileswill correspond to
the number of PBX typesin the VNS WAN switching network.

® The cause code files can be modified by option 16, Cause Code Information, on the VNS
Confutation Interface Record Menu.
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Cause Code Information Menu
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Option 16, Cause Code Information, on the VNS Record Menu allows you to edit or view the cause
code mapping file for a specific PBX type or port. (Note that this processis taking a default file
which has cause codes 2, 3, 38, 41, 42, 111 trandlated to 34 and alows you to modify it for your
application.) Here you enter the exact PBX type, which isatext string that isidentical toaPBX Type
field already configured on a Port Information menu. This string forms the file name of the cause
code mapping file for the specified PBX type.

In the Cause Code I nformation Example Menu, seimenspbx isthe PBX Type. ThisPBX Type must
have been previously configured on a Port Information menu.

Cause Code Infornmation Exanple Menu
HHHHHRH T R
#

Ent er PBX Type :sei nenspbx

R E L E L E R L E E R

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#

PHBHI R R R R R R R T R AR R R R R

After entering the PBX Type (such as, seimenspbx), when you press Enter, you are prompted to enter
a cause code to trandate from as shown in the Translate From/Translate To Example Menu. Next
you are prompted to enter the cause code to trandate to. In this example, cause code 112 will be
translated to cause code 34 when returned to a port configured with “seimenspbx” PBX Type.
Finally, as shown in the example, you are prompted to enter more cause codes to translate. You
commit each cause code mapping pair individually. Repeat the process for every cause code you
want translated, then press any other key to quit and save thefile.

Transl ate From Transl ate To Exanpl e Menu
AL A L A A IS R A A L G L P i

Enter PBX Type : sei nenspbx
Enter Cause Code to Translate From: 112

Enter Cause Code to Translate To : 34

Enter 'm for Mre, any other key to Quit

e N e E E e E E L E E E E
e e e e e E E L E E E E

+HHER AR R
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Delete an Entry

You can use the Browse Data Base option from the Main Menu to see the entire list of cause codes
that are mapped for a particular PBX Type file. As shown in the Browse Cause Code Examplefile,
the trand ated-from cause codes and the translated-to cause codes are shown in two columns. This
example shows the default list of translated cause codes (2, 3, 38, 41, 42, 111 trandlated to 34), as

well asthe 112 being translated to 34.

Browse Cause Code Exanple Fil

e

+HHAR R R

Type any key to Exit..

EEE T g T R R L E e E e R

Ent er PBX Type : sei nenspbx

Transl ate From Transl ate To
2 34
3 34
38 34
41 34
42 34
111 34
112 34

EEE T g T R R L e e E R R

AR R R R R R R RS R R R R i AR R R+

Delete an Entry

The Delete an Entry option of the VNS main menu allows you to delete completed entriesin the

VNS database.

When you choose this option, you get the same list of menus that you get when you select Add and
entry. However choosing an item, such as VNS Information, pulls up a completed menu. You can

then delete that entry to remove it from the data base.

Modify an Entry

The Modify an Entry option of the VNS main menu allows you to modify completed entries in the

VNS database.

When you choose this option, you get the same list of menus that you get when you select Add and
entry. However choosing an item, such as VNS Information, pulls up a completed menu. You can
then modify that entry and save the modifications in the data base.
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Browse Data Base

The Browse the Data Base option of the VNS main menu allows you to view the entriesin the VNS
database.

When you choose this option, you get the same list of menus that you get when you select Add and
entry. However choosing an item, such as VNS Information, pulls up a completed menu. You can
then look at it without modifying the data base.

Note There areacouple of read-only status fields that appear on Browse Data Base menus that do
not appear on Add an Entry menus.

Validate Data Base

The Validate Data Base option of the VNS main menu allows you check the integrity of the VNS
database. This command will return either aDATA BASE ISVALID or DATA BASE ISINVALID,
PLEASE RESTORE FROM BACKUP message. When the database isinvalid, you will have to
restore it from a backup or recreate it. The following example shows the DATA BASE ISVALID
message.

Val i dat e Data Base Response
M H AL A A G S A I A A B L G A A B A B

# #
# #
# DATABASE |'S VALID. ..

# #
# Ht any key to continue #
# #
# #
# #
# #
# #
# #
# #
# #
# #
PHBRHHH A
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Debug Mode

Note The Debug Mode menuisreserved for use by Support Personnel. Misuse of this menu could
seriously degrade the performance of your VNS and WAN switching network.

Debug Mbde Exanpl e Menu
HHHHFR T T R

VNS Nane [
Debug Level [
Log I nformation [
Dunp Sys Tabl e [

—_— e

Type 'c' to commit,'s' to skip,'q" to quit [ ]

NOH R R HHEHHHHHREHHH R
HHEHHFHHHHHHEH R

PHBHI AR R R R R R R T R AR RS R I R R

Exit the Program

Select this option from the VNS main menu to close the VNS Configuration Interface and return to
the VNS s UNIX prompt.
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VNS Parameter Ranges and Defaults
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Table 7-2 lists all the parameters (including their menu index number) in the VNS Configuration
Interface, along with their ranges and defaults. Thetable lists each relevant menu in the left column.
the menus are listed in the same order in which they are described in this chapter; thisisthe order in
which they are completed and not the numerical sequence in which they appear on the Main Menu.
Theright column lists the parameter with itsindex number in parenthesis (that is, the index number
returned in VNS Configuration Interface error messages identifying the field), the applicable range,
and the default in bold text. Only those menus that have user-changeable fields are listed. Fields
which are described as read-only display information but are not user-configurable.

Table 7-2 VNS Configuration Parameters

Menu Field (and index number), Range, and Default

Nodes Information  Node Name (1): 10-character text string
IP Address (2):
State of Node: read-only field

Cards Information  Card Descriptor (1): node.slot notation
Card State: read-only field
Card Type (2):

VNS Information VNS Name (1): 8-character VNS name
Node Name (2): 10 character IGX/IPX name
Node IP Address(3): IGX/IPX’sLAN port |P address in dotted decimal notation
Shut Down Timer (4): 0 - 65535
Statistics (5): On
CDR File Count (6):
CDR File Interval (7):
SPNNI Type (8):
Compression Type (9):
Read Comm String (10): 1 - 32 characters
Write Comm String (11): 1 - 32 characters
Keep Alive Timer (12): 1 -60 seconds, 5
State Change Timer (13): 10 - 120 seconds, 30
RRP_UDP Port (14): 3000 to 65535, 5134
RRP Retry Count (15): 1-100, 5
Config Redundancy (16): 0= No, 1 = Yes
Enable MultiDomain (17): 1 = Disabled, 2 = Enabled
CVM Redundancy: 1 = Disabled, 2 = Enabled
Operational Status: 0 = Unknown, 1 = outOfService, 2 = InService
Operational Role: 0 = Unknown, 1 = active, 2 = standby
VNS IP Address (18): read-only field

More VNS and VNS Name (1): 8-character for VNS
Redundancy Voice Port #1 (2): node.dot.port of Voice Card on IGX/IPX switch
Information Voice Port #2 (3): node.slot.port of Voice Card on IGX/IPX switch

Frame Relay Port (4): node.dot.port of Frame Relay Port on IGX/IPX switch
Operational Status: read-only field

Operational Role: read-only field

Admin Role (5): 1 = active, 2 = standby

Admin Status (6): 1 = outOfService, 2 = inService, 3 = resetconfig, 4 = shutdown
Peer IP Address (7): dotted decimal format

VNS FR-IP Address (8): Not used

Peer FR-1P Address (9): Not used
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Table 7-2

VNS Configuration Parameters (Continued)

Menu

Field (and index number), Range, and Default

Port Information

Port Descriptor (1): node.slot.port notation

Port Type (2): 0 = unknown, 1 = UNI

Port State: 0 = unknown, 1 = outOfService, 2 = inService

UNI Channd (3): 1- 31

VNS Channel (4): 1-31

First Channel (5): 1-31

Last Channel (6): 1- 31

Channel Alloc Role (7): 1 = unknown, 2 = side B (dave or user), 3 =side A (master or network)
Channel Allocation (8): 1 = unknown, 2 = low end, 3 = high end

Interface ID (9): 1 = Voice Port 1, 2 = Voice Port 2

Statistics (10) 2 = on, 3 = off

Statistics Interval (11): 1 to 65535 minutes

Stack Type (12): 1= DPNSS, 2 = QSIG, 3 =JSDN (Q931A), 4 = Reserved, 5 = EISDN,
13=AT&T 4ESSISDN

PBX Type (13):
Screening Type Port Descriptor (1): node.slot.port of the port
Information Source Screen Type (2): 1 = allowed, 2 = disalowed
Destination Screen (3): 1 = allowed, 2 = allowed
Address Address (1): 1 - 40 digit E.164 number
Information Port Descriptor (2): Node.dot.port of the UNI port

Address Screening
Information

Address Screening rule (1): 1 = 30 digits or characters

Port Descriptor (2): node.slot.port of UNI port

Screening Type (3): 0 = unknown, 1 = source screening, 2 = destination screening, 3 = both
source and destination screening

Transformation
Rules Information

Port Descriptor (1): node.slot.port of UNI port

Priority (2): 1 - 65535

Patter to Locate (3): 0- 30 digits or characters

Pattern to be Replaced (4): 0 - 30 digits or characters
Replacement Digits (5): 0 - 30 digits

Direction (6): 2 = inComing, 3 = outGoing, 4 = both directions
Application (7): 0 - 65535 decimal number for bit pattern

Multihome Port
Configurations

CPE Port (1): node.slot.port

Multihomed Port (2): node.dlot.port

Select Policy (3): 1 = round robin alternation between ports, 2 = port with most available
bandwidth, 4 = port with least amount of callsto it, 8 = port with least errors

Multihome Policy
Configurations

Port Descriptor (1): node.slot.port notation

Policy (2):1 = round robin alternation between ports, 2 = port with most available bandwidth, 4
= port with least amount of callsto it, 8 = port with least errors

Weightage (3): 0- 100

Local Adjacency
Information

VNS Name (1): 8-character name of adjacent VNS

Standby VNS Name (2): 8-character name of adjacent VNS's peer unit
Local Port Type (3): 2= U-SPNNI, 3= N-SPNNI

Local DLCI (4):

Remote Port Desc (5):

Remote DLCI (6)

VNS State: 0 = unknown, 1 = outOfService, 2 = inService

Link Weight (7): 1 - 65535

Rmt Stby Port Desc (8): node.slot.port

Network Prefixes
Information

Network Address (1): 1 - 30 character or digit prefix
VNS Name (2):
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Table 7-2 VNS Configuration Parameters (Continued)
Menu Field (and index number), Range, and Default
Network Not used in thisrelease.
Adjacency
Information
Local Adjacency Remote VNS Name (1): configured VNS name of remote VNS
Preferred Route Local VNS Name (2): configured name of thisVNS
Information Local Node (3): node.dlot of local node

Remote Node (4):

1st Hop through 9th Hop (5 - 13): node.dlot of the preferred trunks
Port Preferred Port descriptor (1): node.slot.port notation of the UNI port

Route Information

Local VNS Name (2):

Local Node (3): node.dlot of local node

Remote Node (4):

1st Hop through 9th Hop (5 - 13): node.dlot of the preferred trunks

Cause Code
Information

Enter PBX Type (1): Match aPBX Type previously configured with the Ports Information
menu.
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CHAPTER 8

VNS Network Operation

This chapter provides procedures for performing the common tasks encountered during the initial
provisioning and operation of a VNS network. It includes the following sections:

® VNS Network Planning
® VNS Network Provisioning
® VNS Network Operation

VNS Network Planning

To properly configure and provision a VNS network, you must do agood deal of planning before
hand. For atypical VNS network installation, you will probably:

® Draw aTopology Map
® |dentify VNS Areas and Interfaces

® |dentify Adjacent VNS s for Multiple Service Area Networks (not necessary for asingle VNS
area)

® |dentify each UNI Port
® |dentify each Voice Port and signaling Channel

®  Setup anumbering plan including VNS area prefixes and determine which UNI ports will be
multihomed

Therest of this planning section will use asimple VNS network to illustrate the process.

Draw a Topology Map

Figure 8-1 illustrates a simple network consisting of four IGX switches. Each IGX switch has one
PBX attached to it. In reality, there would typically be more than one PBX attached to each node.

VNS Network Operation 8-1



VNS Network Planning

Figure 8-1
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Identify VNS Areas and Interfaces

Only asingle VNSwill be added to the topology of Figure 8-1. The VNS has been connected to IGX
switch 1-1 as shown in Figure 8-2. (Sometimes the node, IGX or IPX switch, to which the VNSis
directly attached is referred to as the “master node”. The single VNS is responsible for the nodes
(IGX switch 1-1, 1-2, 2-1, and 2-2) in itsarea. (When thereisonly asingle VNS area, the
configuration is much simpler. There do not have to be frame-relay connections between VNS's.)
Figure 8-2 aso points out the UNI (user-to-network interfaces) and Voice Ports that will haveto be
configured for this VNS network.

8-2

Figure 8-2

VNS Interfaces

e D [ |

Usys T

WS
-==F---Waice port
! (=) 5
[ PExa ot Fewiteh
Erd u:“ 12 1-1
[f——
1
[} pexe
1
Erd |
(-
' (=74 (=r4l I
[ s svivch = switch [—
Erd ! 21 22 !

FEX D

_|:|

Erd

usss ¢

Table 8-1 lists some of the information that you should note about the VNS. The VNS information
will be used in the provisioning, especially in the VNS Information, More VNS Info and
Redundancy Information, and Nodes Information menus.
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Identify Adjacent VNS's for Multiple Service Area Networks

Table 8-1 VNS Information

Node Node IP
VNS Name VNS IP Address [Name Address Peer IP Address
VNS 1 200.1.2.3 IGX1-1 200.1.2.4 Not used here

Note 1: The VNS and Node | P addresses are only used for example. Your IP addresses should be consistent with
the | P addresses of your network and must be assigned by your network administrator.

Note 2: The peer IP address, not used in this example, is the IP address of the redundant (standby) VNSin a
redundant pair.

Identify Adjacent VNS’s for Multiple Service Area Networks

Identify all the adjacent pairs of VNS s in the network. In thisrelease, al the VNS's are connected
through afull-mesh network. For each pair of VNS's, you should note the VNS hosthame, the Voice
Port I1d (node.slot.port notation) of the Node' s Frame Relay Port to which it is attached. Remember
for each pair of VNS's, one side of this connection will be configured as U-SPNNI and the other will
be N-SPNNI. You should also note the local and remote DL Clsfor this connection which you

configure with the Local Adjacency Information menu.
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Identify each UNI and Voice Port

Thereis a user-to-network interface (UNI) for each PBX in the VNS network. A UNI port is
identified by standard Cisco node.dlot.port notation for the CVM or UVM (or CDP for the IPX
switch) on the node to which the PBX is connected. Figure 8-3 illustrates this notation for the UNI
port between PBX B and IGX switch 1-1 in the sample VNS network shownin Figure 8-3. Table 8-2
liststhe UNI notation for the other UNI portsin our sample VNS network. Table 8-3 liststhe IDsfor
the Voice Ports, i.e., theinterface between the VNS's E1 NIC cards and the node.

Thisinformation will be used in the Cards Information, Ports Information, and More VNS and
Redundancy Information menus.

Figure 8-3 VNS Areas
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Table 8-2 UNI Ports
UNI Ports Node ID.
PBX A IGX 1-2.4.1
PBX B IGX 1-1.31
PBX C IGX 2-1.4.1
PBX D IGX 2-2.4.1
Table 8-3 Voice Port IDs
Voice Port Node ID.
Voice Port 1 IGX 1-1.4.1
Voice Port 2 Not used in this example

Note: There aretwo E1 NICsin each VNS. Each E1 NIC will be
connected to adifferent CVM or UVM (or CDPin an IPX switch) port.
When only one E1 NIC is needed, you should connect Voice Port 1.
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Identify each Signaling Channel

There will be asignaling channel from each PBX (i.e., UNI port) to the VNS which is responsible
for it. Figure 8-4 illustrates this UNI to VNS signaling channel for PBX 2 in the sample VNS
network shown in Figure 8-2. The PBX to IGX switch connection is a channelized E1 connection,
and timeslot (TS) 16 istypically used as the signaling channel at the UNI interface. (For CAS
signaling as described in Appendix I, the signaling channel is DS0O 25.) At the Voice Port interface,
i.e., the connection between the node and VNS s E1 NIC, the timeslot is user assigned. Any of the
E1 NIC’s 30 timeslots can be assigned for this side of the signaling channel. Each timeslot of the
channelized E1 connection (i.e., E1 NIC to node’ sCVM or CDP) can only beused for one PBX i.e.,
PRI interface.

Table 8-4 lists the UNI signaling channel information for each of the PBX’s (i.e., UNI ports) in the
sample VNS network of Figure 8-2. Thisinformation is used primarily in the Ports Information

menu.
Figure 8-4 UNI-to-VNS Signaling Channel
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Table 8-4 UNI Signaling Channel Information
First Last
Channel Channel
UNI UNI VNS for User for User Channel
Ports Channel Channel Signaling Signaling Allocation
PBX A 16 1 1 30 QSIG or DPNSS
sidel
orside2
PBX B 16 2 1 30 QSIG or DPNSS
side1
or side2
PBX C 16 3 1 30 QSIG or DPNSS
side 1
orside2
PBX D 16 4 1 30 QSIG or DPNSS
sidel
orside2
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Setup a Numbering Plan Including VNS Area Prefixes

To set up anumbering plan, you have to assign addresses (i.e., E.164 telephone numbers) to every
UNI port in the VNS network. Table 8-5 lists the addresses for the UNI portsin our sample VNS
network shown in Figure 8-2. Thisinformation is used primarily to complete the Address
Information menu. Each UNI port address can be up to 40 digits long.

Table 8-5 Voice Port Addressing

UNI Ports Port ID Address (E.164 number)

PBX A IGX 1-24.1 XXXXXXXXXXXKXXX
XXXXXXXXKXXKXXKX
XXXXXXXXKXXXXKX
XXXXXXXXXXXXKX
XXXXXXXXXXXXKX

PBX B IGX 1-1.3.1 XXXXXXXXXXXKXXX
XXXXXXXXKXXKXXKX
XXXXXXXXXXXXXX
XXXXXXXXXXXXXX
XXXXXXXXXXXXX

PBX C IGX 2-1.4.1 XXXXXXXXXXXKXXX
XXXXXXXXKXXKXXKX
XXXXXXXXXXXXKX
XXXXXXXXXXXXKX
XXXXXXXXXXXXX

PBX D IGX 2-24.1 XXXXXXXXXXXKXXX
XXXXXXXXKXXKXXKX
XXXXXXXXXXXXXX
XXXXXXXXXXKXXXX
XXXXXXXXXXXXX

You can assign network prefixesto a VNS area to help organize the numbering plan for the VNS
network. Table 8-6 provides address prefix information for our sample VNS network shown in
Figure 8-2. Thisinformation is used primarily in the Network Prefixes Information menu. Address
Prefixes, which can be up to 30 digitslong, are typically used to identify a VNS area.

Table 8-6 VNS Prefixes
VNS Area Address Prefix
VNS1 XXXXXXXXXXXKXXXXX

Finally for each voice port you can specifying the Address Screening and Transformation
Information that would go in Table 8-7. Thisinformation is used in the Address Screening
Information and Transformation Rules Information menus.
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VNS Network Provisioning

Table 8-7 Voice Port Screening and Transformation

UNI Port ID Address Screening Address Transformation
Node.slot.port XHXOXXXXXXXXXXXX XHXXXXXXXXXXXXX
Node.slot.port XXXXXXXXXXXXXXXX XXXXXXXXXXXXXXXX
Node.slot.port XHOXXXXXXXXXXXX XHOXXXXXXXXXXXX

VNS Network Provisioning

After you have planned your VNS network, installed the necessary nodes (IGX/IPX switches), and
installed and connected the VNS's, you are almost ready to use the VNS Configuration Interface to
provision the network. First, however, you must “Up” the ports, lines, and trunks that comprise the
VNS network. “Up-ing” ports, lines, and trunks is done through the Cisco wide-area switch's
command line interface with the same commands that are used in al Cisco WAN switching
networks. Details about these commands and procedures are described in the Cisco |PX Reference,
the Cisco 1GX 8400 Series Reference and the Cisco WAN Switching Command Reference
publications. In addition, the Cisco WAN Switching System Overview provides detailed information
about the way various Cisco WAN switching networks are interconnected and operated.

In aVNS network, provisioning consists of:

® Configuring the VNS

® Creating VNS areas

® Configuring the UNI, PBX to node interface

® Configuring the signaling channel between the PBX and the VNS
® Configuring the signaling channel between VNS s in the network
® Configuring the VNS to node ethernet path

® Assigning prefixesto VNS areas

® Assigning addresses (E.164 tel ephone numbers) to end users

® Multihoming selected UNI ports

The VNS Configuration Interface is used to provision the VNS network. During provisioning, the
VNS Configuration Interface menus must be completed in four sequential operations:

1 Configure the domain

2 Configure UNI or PBX addressing

3 Configure multiple domains

4 Configure Preferred D-Channel Routes

You should have read Chapter 7, Understanding the VNS Configuration Interface, before you use
the menusto configure and provision the VNS and VNS network. As described in Chapter 7, certain
fields of one menu must be completed before subsequent menus can be completed. Thesefieldsare
linked between menus. In other words, the VNS Configuration Interface menus must be completed
in the described order.
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Configure the Domain

To configure the domain, complete these menusin the following order:

1 Nodes Information--Complete this menu for each node in the VNS's area. (See Nodes
Information on page 7-9 .)

2 Cards Information--Complete this menu for each CDP/CVM card in the Cisco IGX/IPX
wide-area switch. (See Cards Information on page 7-10 .)

3 VNS Information--Complete this menu for each VNS in your network. (See VNS Information
onpage 7-11.)

4 More DNS Info and Redundancy Information--Complete this menu for each redundant pair of
VNS'sin your network. The menu hasto be completed for both thefirst and second VNS's. (See
More VNS Info and Redundancy Information on page 7-15 .)

Configure Redundancy

When you install redundant pair of VNSs, you first configure the domain for the active VNS, then
restart the standby VNS to trigger a bulk database update. To configure redundant VNSs, follow
these steps:

Step1  Configure the domain for the active VNS:;
® Complete a Nodes Information menu for each node in the active VNS s service area.

® Complete aCards Information menu for each card (CVM, CDP, FRM, or FRP) in use
on the nodes in the active VNS' s service area.

® Complete the VNS Information menu making sure that the Config Redundancy field
issettol (1= Yes).

® ConfigureaMore VNS Info and Redundancy Information menu for both the active
and standby VNSs. As described in Chapter 7 in the section, More VNS Info and
Redundancy Information, this menu hasto be completed for both VNSsin aredundant
pair.

Step 2  Bring up the standby VNS to initiate a bulk update of the database.

Configure UNI or PBX Addressing

To configure UNI or PBX addressing, complete these menus in the following order:

1 Ports Information--Complete this menu for each UNI Port (i.e., PBX interface) inthe VNS's
area. (See Port Information on page 18.)

2 Screening Type Information--Complete this menu for each UNI Port in your VNS network. (See
Screening Type Information on page 21.)

3 Address Information--Compl ete this menu for each UNI Port in the VNS’ s area. (See Address
Information on page 22.)

4 Address Screening Information--Complete this menu for each UNI Port in your VNS network.
(See Address Screening Information on page 23.)

5 Transformation Rules Information--Complete this menu for each UNI Port in your VNS
network. (See Transformation Rules Information on page 24.)

6 Multihome Port Configurations--Complete this menu for each pair of UNI Portswhich you want
to multihome. (See Multihome Port Configurations on page 27.)
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Configure Multiple Domains

7 Multihome Poalicy Configurations--Complete this menu for each UNI Port which has multiple
multihoming policies configured for it. (See Multihome Policy Configurations on page 28.)

Configure Multiple Domains
To configure multiple domains, compl ete these menus in the following order.

1 Loca Adjacency Information--Complete this menu for each SPNNI frame-relay PV C between
the VNSsin your network. (See Local Adjacency Information on page 29.)

2 Network Prefixes Information--Compl ete this menu for each VNS in your network. (See
Network Prefixes Information on page 31.)

3 Network Adjacency Information--This menu is not used. (See Network Adjacency Information
on page 32.)

These menus, Local Adjacency Information, Network Prefixes Information, and Network
Adjacency Information do not have to be completed if thereis only asingle VNS areain your
network.

You must complete these menus for each VNS (or VNS area) in your network. Within aVNS area,
you must complete a menu for each node and each UNI port.

Local Adjacency Example

In amultidomain VNS network, there must a SPNNI connection between each VNS domain. This
connection must be built from both ends of the connection. For instance, in atwo domain network,
the connection must be built from domain 1 and domain 2. In other words, the Local Adjacency
Information menu must be completed at domain 1 and at domain 2.

For example, if vnslabl was connected vnsigx1 and controlled domain 1, and vnslab2 was connected
tovnsigx2 and controlled domain 2, you will haveto create Local Adjacency recordsat both vnslabl
and vnsab2. Some of the fields on these coordinated records are counterparts, as shown in the
following example:

Atvnslabl (domain 1), you completeal ocal Adjacency menu making surethefollowing fieldshave
been completed correctly and point to vnslab2;

® VNSNamecontainsvndab2 (thisis, the configured VNS Name from the VNS Information menu
at vnslab2; vndab2 controls domain 2).

® Local Port Typewill be 3 (N-SPNNI). (One end of the SPNNI connection must be N-SPNNI, the
other end must be U-SPNNI.)

® Remote Port Desc containsvnsigx2.3.1 (describing the port on vnsigx2 which isconnected to the
Frame Relay card on vnslab2).

® | oca DLCI =101.
® Remote DLCI =102.
® Link Weight = 1.

Atvnslab2 (domain 2), you completeal ocal Adjacency menu making surethefollowing fieldshave
been completed correctly and point to vnslabl.:

® VNS Name contains vnsabl (that is, the configured VNS Name from the VNS Information
menu at vnslabl; vnsabl controls domain 1).

® Local Port Typewill be 2 (U-SPNNI). (One end of the SPNNI connection must be U-SPNNI, the
other end must be N-SPNNI.)
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® Remote Port Desc containsvnsigx1.3.2 (describing the port on vnsigx1 whichisconnected to the
Frame Relay card on vnslabl.)

® | oca DLCI =102.
® Remote DLCI = 101.
® Link Weight = 1.

Note VNS Loca Adjacency Information isvalidated only at VNS start up. You must ensure the
Remote Port Desc on the node is the Frame Relay Port configured on the More VNS Info and
Redundancy menu.

If this example, atype of global addressing scheme is used to used to identify the VNS domains.
Each VNS controlling adomain (or service area) will be assigned a DLCI. Thus, vnslabl (domain
1) isassigned DLCI 101 and vnslab2 (domain 2) isassigned DLCI 102. If a 3rd domain is added, it
would be assigned DLCI 102. (DCLIs 101 to 113 are reserved on the VNS's Frame Relay card as
described in Chapter 6 in the section Modifying the Default Range of VNS DL CIs.) Sincethere can
be as many as 14 domainsin anetwork, this makesit easier to keep track of the SPNNI connections
between domains.

Configure Preferred D-Channel Routes

To configure preferred D channel routes, complete the following menus.

1 Loca Adjacency Preferred Route Information--Complete this menu for each Frame Relay PVC
between adjacent VNS’ sfor which you wish to specify aparticular route through the Cisco WAN
switching network. (See Local Adjacency Preferred Route Information on page 7-34 .)

2 Port Preferred Route | nformation--Complete this menu for each UNI port for which you want to
configure a preferred route through the Cisco WAN switching network to the VNS.

Saving and Restoring the VNS Database

8-10

The configuration database that is created with the VNS Configuration Interface is stored on the
VNS's hard disk in a structured format. The VNS provides commands for saving this database file
in aflat-fileformat which can be FTPed to another platform, such asa SV + Workstation, asabackup
or archivefilein case the current database is corrupted. (Note that the VNS Configuration and
Restore procedure is not the same as the StrataView Plus Config Save and Restore feature.) This
backup database can then be restored on the VNS.

Caution Database corruption that occurs on apower failure can be corrected only by restoring the database
from a backup. The database checksum feature will only detect such afailure; it can not prevent or recover
from it. Therefore, you should perform database backups on aregular basis.
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To save the VNS configuration data base, follow these steps:

Step 1 From the StrataView Plus Workstation (or other platform that has IP connectivity to the
VNS), telnet to the VNS and log in as root or with your UNIX password.

Step 2 Execute the VNS backup command:

vnscli -b /server/path/backup-database-fil enane. a

or for remote host:

vnscli -b hostnane: /path/backup-database-filenane. a

Where /server/path/ is the path and directory where you are going to be storing the backup
(or archive) file. And backup-database-filename.a is what your are naming the file. Use a
dot a(.a) extension to indicate that it is an archive file. Write permissions should exist on
the remote host.

To restore the VNS configuration data base from an archived file, follow these steps:

Step 1 From the StrataView Plus Workstation (or other platform that has IP connectivity to the
VNS), telnet to the VNS and log in as root or with your UNIX password.

Step 2 Execute the VNS restore command:

vnscli -r /server/path/backup-database-fil enane. a

or for aremote host:

vnscli -r hostnanme: /path/backup-database-fil enane.a

Where /server/path/ is the path and directory from which you are restoring the backup (or
archive) file. And backup-database-filename.a is the name of the file that you previously
backed up and are not restoring to the VNS.

VNS Network Operation

During the operation of a VNS network, the following tasks are commonly repeated:
® Adding aPBX to the network

® Removing a PBX from the network

® Adding aVNSto the network

® Add aredundant VNS to network

® Deleting aredundant VNS from the network
® Removing a VNS from the network

® Adding an end user

® Removing an end user

® Adding an Address Prefix to aVNS

® Deleting an Address Prefix from aVNS
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Adding a PBX (i.e., a Voice Port) to the Network

When adding aPBX to aVNS network, the following parameterswill haveto be entered onthe VNS
Configuration Interface menus:

® Port ID

® CadID

® NodelD

® Signaling channel ID

® Available channel 1D range

Note CASPBX’smust be connected to IGX UVM with Model B or higher firmware, which
perform CAS-to-QSIG conversion. CAS switching is described in Appendix I, Channel Associated
Signaling Voice Switching.

Removing a PBX from the Network

When removing aPBX (i.e., Voice Port) from a VNS network, the following parameters will have
to be deleted through the VNS Configuration Interface menus:

® PortID
® CadlID
® |GX/IPX nodeID

Configuring Cause Codes for a PBX

To configure specific Cause Codes for a PBX type, refer to the section Cause Code Mapping in
Chapter 7.

Adding a VNS to the Network

When adding a VNS to the network, the following parameters will have to be entered on the VNS
Configuration Interface menus:

® VNSID
® SPNNI signaling DLCI

Removing a VNS from the Network

When removing a VNS from the network, the following parameter will have to be deleted through
the VNS Configuration Interface menus:

® VNSID
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Adding a Redundant VNS

When adding aredundant VNS, use the VNS configuration interface to:
® Complete Nodes Information record for all nodesin active VNS's service area.

® Complete Cards Information records for all cards (CVM, CVP, FRM, or FRP) in usein active
VNS s service area

® Complete More VNS Info and Redundancy Information menu for both active and standby VNSs.
® Turn onthe standby VNS to trigger a bulk update.

Removing a Redundant VNS
Note that you can not delete a standby VNS whileit isIn Service.

Adding an End User

When adding an end user (i.e., an address) to a UNI port, the following parameters will have to be
entered on the VNS Configuration Interface menus:

® PortID
® Address

Removing an End User

When removing an End User (i.e., an address) from a UNI port, the following parameters will have
to be deleted through the VNS Configuration Interface menus:

® Address Type
® Address

Adding an Address Prefix to a VNS

When adding an Address Prefix to a VNS, the following parameters will have to be entered through
the VNS Configuration Interface menus:

® VNS Name
® Address Prefix

Deleting an Address Prefix from a VNS

When deleting an Address Prefix from a VNS, the following parameters will have to be deleted
through the VNS Configuration Interface menus:

® VNS Name
® Address Prefix
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APPENDIX A

Cable Information

Thisappendix providesinformation about the VNS AC power cables, Frame Relay Card cables, and
includes an illustration of a sample null modem cable.

AC Power Cabling

Cable
Cisco providesa6-foot (1.8m), 3-conductor cord with an | EC 320 C-13 appliance coupler for mating
with the VNS on the system end. The other end of the power cord should be a grounding-type
attachment plug as described in the paragraphs that follow.

Connector

The AC power cable can be ordered with the following connectors:
— For North America and Japan: NEMA 5-15
— For Continental Europe: CEE 7/7 (Schuko)
— For Italy: CEl 23-16/VII (16 Amp plug)
— For United Kingdom and Ireland: BS 1363
— For Australiaand New Zedland: AS 3112

For those countries not appearing in the preceding list, use a power cord with an IEC 320 C-13
appliance coupler for the system-end and an appropriate grounding-type attachment plug at the other
end in accordance with local standards.

Source-end connector information isnot available for all countries, solocal codes must be known or
obtained by either the customer or installer.

Frame Relay Card Cables

Cisco provides two cable options for connecting the VNS's Frame Relay Card to the IGX or IPX
switch:

® RS$449to V.35 cable, part number 74-0850-01
® RS$449to X.21 cable, part number 72-0850-01
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Sample Null Modem Cable

Sample Null Modem Cable

The figure below shows atypical null modem cable. Cisco does not supply this cable.

Figure A-1 Null Modem Cable
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APPENDIX B

Troubleshooting

This Troubleshooting appendix is divided into the following sections:
Initial Troubleshooting
Troubleshooting SV+ to VNS Connectivity

Troubleshooting Signaling Connections

Troubleshooting Voice (i.e., PBX) Connections
VNS Traps

Cause Codes

The Initia Troubleshooting section provides some general hints, which should help to eliminate
common, easily fixed problemsin aVNS WAN switching network. It also providesinstructions for
running the VNS Status script.

The remaining sections provide suggestions for solving specific types of problems. These sections
also include details on using some specific troubleshooting tools, such as the Frame-Relay Status
Utility, StrataView Plus's D-Channel and SPNNI Status windows, and alist of VNS Traps.

Initial Troubleshooting
When you suspect a problem with a VNS network, you should:

Step 1 Begin troubleshooting with the SV+ Workstation:

Make sure that the VNS hasinitialized and its icon on the topology mapsis green.

Use the Event Browser and monitor network events. Make sure that there has been a
“Link Up” message.

Look for event messages from the VNS.

If you are not receiving Traps from the VNS, delete the VNS object from the HP

OpenView Network Topology Maps and recreate the object. (Adding and deleting VNS
objects from the HP Openview Topology Maps are covered in Chapter 6.)

Step 2 Make sure that the Clock Source is configured correctly throughout the network.
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Step 3 Make sure that the signaling PV Cs are built between the UNI ports (i.e., PBX’s) and the
VNS.

® |f thesignaling PVCs are not built, make sure that the SNMP parameters are set
correctly on the node directly attached to the VNS:

Read = public
Write = private
Trap = public

Step 4 Usethe standard Cisco IGX and IPX switch command lineinterface and Cisco StrataView
Plus troubleshooting tools (e.g., dspnw, dspalarms, tstcon, and dchst, etc.).

VNS Status

ThereisalsoaVNS Status script (vns_status) that providesinformation about the status of the VNS.
This script resides in the /usr/vns directory.

To find out the VNS Status, follow these steps:

Step 1 From the UNIX prompt on the VNS, change directory to /usr/vns.

Step 2 Runvns_status.
If the VNS processes are running, the following message appears on the console:
VNS processes are active
If the VNS processes are not active, the following message appears on the console:

VNS processes ar e not running. Please reboot the VNS.

Troubleshooting SV+ to VNS Connectivity

When there is a problem with the SV+ Workstation to VNS communication and they are connected
over ethernet, the following is alist of things that you should check:

Step 1 Check the cabling between the SV+ Workstation and a router and 10Base-T hub.
Step 2 Check the cabling between the hub or router and the VNS.

Step 3 If the VNSison asubnet, make sure the |P Addressis set correctly with respect to subnet
masks.

® Make sure the subnet mask is set correctly on both the SV+ Workstation and the VNS.

® AttheVNS, fromthe UNIX prompt usetheifconfig -acommand to check the IP address
and subnet mask for the VNS, as shown below. In thisexample, 10 isthe VNS ethernet
port with an IP address of 192.168.200.101 with a subnet mask of ffffff00.

<root @edar>/> ifconfig -a
I 00: flags=849<UP, LOOPBACK, RUNNI NG MULTI CAST> nt u8232
inet 127.0.0.1 netnmask ff000000
| e0: fl ags=863<UP, BROADCAST, NOTRAI LERS, RUNNI NG, MULTI CAST> ntu 1500
inet 192.168.200. 101 netnmask ffffff00 broadcast 192.168.200. 255
et her 8:0:20:72:5e:a7
frmux0: flags=c1<UP, RUNNI NG, NOARP> nt u2048
inet 201.2.3.4 netmask ffffffo0
ifconfig: putnsg: Invalid argument

B-2 VNS 3.0 Installation and Operation



Troubleshooting Signaling Connections

Step 4 If the ethernet connection is through routers, make sure the routers are set up correctly.

Step 5 Check with your network system administrator to see if you need to modify SV +
Workstation's/etc/defaultrouter file to identify the router.

Step 6 Ping the SV+ Workstation from the VNS:
ping hostname of SV+ Workstation
then
ping IP address of SV+ Workstation

If you can ping with the IP address but not with the hostname, then /etc/hosts has not been
set up correctly.

Step 7 Repeat Step 6, but ping from the SV+ Workstation.

Troubleshooting Sighaling Connections
There are two types of Signaling connectionsin a VNS WAN switching network:

® PBXtoVNS
® VNStoVNS

ThePBX to VNStakesan ISDN (either QSIG or DPNSS) D-channel fromthe PBX tothe VNS. This
channel isterminated on aVNS' s E1 NIC. The VNSto VNS signaling connections are frame relay
connections which terminate on the VNS's Frame Relay Card.

Note AnISDN protocol analyzer ishelpful in troubleshooting ISDN links. It can be used to isolate
layer 2 and layer 3 problems.

E1 NIC Tests

There are two series of tests available for the E1 NIC:
® E1 NIC Loopbacks
® E1 NIC Diagnostics

E1 NIC Loopbacks

The software driversfor the E1 Network Interface Cards (E1 NICs) can betested in loopback mode.
But it requires an external loopback connection.

To run the loopback tests for the E1 NICs, follow these steps:

Step 1 Connect the TX BNC connector to the RX BNC connector on one or both E1 NICs. Check
that the Green LED on the back of the E1 NIC lightsto indicate that the link is active and
in sync. (If the Green LED does not light, the E1L NIC is bad.)
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Step 2 Using adirectly connected terminal (or with a Telnet connection), change your working
directory with the following command:

cd /opt/CoE1DRV/bin

There are two loopback programsin this directory:
txrx used to run aloopback over a single specified channel.
thtxrx to run aloopback over multiple channels.

Step 3 Toruntxrx, Enter:
Jtxrx -s <unit number> -b <channel number> -I <packet size>

The number of successfully received packets will be updated on the screen periodically
with sequence error indication.

Step 4 Torunthtxrx, Enter:
Jthtxrx -s <unit number> -b <start channel num> -n <number of channels>

If thereisonly one E1 NIC inyour VNS, then it is not necessary to specify the unit number.

E1 NIC Diagnostics

B-4

The E1 NIC diagnostics (coeldiag) teststhe E1 card at aspecified VNS slot thoroughly. All channels
are separately tested with data packets varying from 2 to 200 packets. Then all channels are tested
simultaneously. The E1 NIC diagnostics program prints asummary of the test results at an attached
terminal.

To run E1 NIC diagnostics (coeldiag), follow these steps:
Step 1 Using adirectly connected terminal (or with a Telnet connection), change your working
directory with the following command:

cd /opt/CoE1DRV/bin

Step 1 Enter:

Jcoeldiag [-9] [-€] [-1]
The coeldiag command has the following options:

-s <dlot number> which isthe VNS SBus slot number and is required only there is more
than one E1 NIC card in your unit.

-eexit on error. Normally the program terminates only after carrying out thetests. With this
option, the test terminates after detecting the first error on the card.

-l internal loopback mode which enables the E1 NIC to be tested without the external
loopback connection. In this mode, the transmitted data is looped back to the receiver
internally on the E1 NIC.
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D-Channel and SPNNI Status

HP OpenView running on the Cisco StrataView Plus Workstation contains two optionsto check the
status of VNS signaling connections:

® D-Channel Status lists the D-Signaling channels from a PBX and indicates whether their status
isinService, OutofService, or unknown.

® SPNNI-Channel Status lists the SPNNI-channels between VNSes, in amultiple-area VNS
network, and indicates whether they are inService, OutofService, or unknown.

To open check the status of a VNS's signaling connections, follow these steps:

Step 1 At the SV+ Workstation, if HP Openview is not running, open an HP OpenView window:
® at the UNIX prompt, change to the OV directory.
® Enter ovw.

Step 2 Doubleclick onyour network iconto open aNetwork Topology window and map, as shown
in Figure B-1. There are two VNS icons, babylon and nineveh, on this sample Network
Topology

Figure B-1 HP OpenView Network Topology Window
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B-6

Step 3 Select the VNSicon for which you want to check the signaling connections. (In Figure B-1,

babylon is highlighted as having been selected.)

Step 4 Pull down the StrataCom menu as shown in Figure B-2.

Figure B-2 HP OpenView StrataCom Menu
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Step 5 Select either D-Channel Status or SPNNI Status. If you select D-Channel Status the

D-Channel Status window shown in Figure B-3 appears. If you select SPNNI-Channel
Status, the SPNNI-Channel Status window shown in Figure B-4 appears.
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Figure B-3 D-Channel Status Window
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As shown, the D-Channel Status window lists the D-channel Id (node.slot.port) and its status. Note
that the D-channel Id lists the physical port and not the logical port or timeslot of the D-channel.

The Restart button performs another SNMP GET request to refresh the screen. The View button

allows you to sort the contents of the window by column. HP OpenView contains help menus that
clearly explain these window functions.
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Figure B-4 SPNNI-Channel Status Window
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Frame Relay signaling Connections

This section contains some generic hints for troubleshooting the frame relay PV Cs that the VNSes
use to communicate with one another. (Note that these connections are used for multiple VNS areas,
and are not required for a single domain.)

When there appears to be a problem with an existing PV C, try these things:

1 Usethedspportstats command to see if frames are being passed across the port. Reset the port
stats counterswith the clr por tstats command. L ook for frame errors. (The Cisco WAN Switching
Command Reference publication describes this command in detail.)

2 Usethe dspchstats command at both endpoints of the PV C. Reset the channel stats countersto
the clr chstats command. (The Cisco WAN Switching Command Reference publication describes
this command in detail .)

3 UsetheFrame Relay Status Utility on the VNSto verify dataon the PV C, identified by itsDLCI,
at the VNS. (The next section describes Using the Frame Relay Status Utility.)

4 Ensurethat the factory-configured file /usr/net/fr/ fr_config file appears asit is shown in
Chapter 6.

5 Ensurethat the /usr/net/fr/fr_conv file contains the | P address to DL CI mapping for any |P
networks accessible across the frame relay network, as shown in Chapter 6.

Using the Frame Relay Status Utility

The Frame Relay Satus Utility runs on the VNS and monitors the frame relay connections over the
serial frame-relay port (RS422/V.35).

To use the Frame Relay Status Utility, follow these steps:
Step 1 Logintothe VNS asroot.
Step 2 Change directory to /usr/net/fr.

Step 3 Typefrstatus and press Enter. The Frame Relay/PPP Status Report screen appears, as
shown in Figure B-5.
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Figure B-5 Frame Relay Status Screen
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Step 4 Typead and press enter to get alist of all the currently configured DLCIs. A DLCI Report
screen, shown in Figure B-6, appears:

Figure B-6 DLCI Report Screen
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Step 5 Findthe DLCI you wishto monitor and pressq. Y ouwill returnto the previous screen. Type
d, followed by a space, then the number of the DLCI, and press Enter. A Frame Relay/PPP
Status Report screen, shown in Figure B-7, which includes Frames-in and Frames-out
counters for the specified DLCI, will appear:

Figure B-7 Frame Relay/PPP Status Report
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Step 6 To clear the Frames-in and Frames-out counters, press Enter, the g, and you will return to
the VNS UNIX file directories. Type frroute and press Enter.

Step 7 Toreturn to the Frame Relay Satus Utility, type frstatus and press Enter. Type z and press
Enter to zero the other Frame Relay Status counters.

Step 8 Typed, followed by a space, then the number of the DLCI, and press Enter. The Frame
Relay Status Report screen will appear with all counters zeroed.

Step 9 Typeu 1, to update the screen at one second intervals. Observe the secondsindicatorsin the
current time at the top of the screen are incrementing. This screen is now being refreshed
and you can observe the counters to detect what is happening on the selected DLCI.

Note You can access aHelp menu from the main Frame Relay/PPP Status Report screen, by typing
h and pressing Enter.
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Troubleshooting Voice (i.e., PBX) Connections

Voice connections are the end-users connection over the VNS WAN switching network. The
following isalist of common symptoms with corrective steps:

Step 1 If the handset islifted, but thereis no dial tone:

® Make sure the signaling PV Cs are built.

® At the SV+ Workstation, check the Event Browser for a“link up” message.
Step 2 If you have dia tone at the handset, but can not complete acall:

® Make sure that the correct Stack Type (QSIG or DPNSS) has been configured. Using
the VNS Configuration Interface, openthe VNS Information menu and look at the Stack
Typefield. (The VNS Configuration Interface is described in Chapter 7.)

® |f the Stack Typeis correct, make sure that the Addresses for the VNS network are
configured correctly. Reconfigure the addresses and try remaking the call.

® Make sure that the Clock Sources are configured correctly in the network.

VNS Traps

VNS Error messages are SNM P Traps sent from the VNS to the SV + Workstation. Each trap usually
has a number associated with a corresponding value in the INS Management Information Base
(MIB). Traps can have a severity of either, clear, minor, or mgjor. Table B-1 lists and describes the
VNS Traps.
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Table B-1 INS Traps

Trap Description

coldStart Standard SNMP Trap generated whenever the VNS is powered on.

insStartUpTrap Generated whenever the VNS is started up. It indicates the current status
and role of the INS.

insStatusTrap Generated when the VNS status changes or whenever anew SNMP
Manager comes in and registers for traps with the VNS. It indicates the
current status of the VNS,

insRoleTrap Generated whenever the role of the VNS in the redundant VNS pair
changes. It indicates the new role of the VNS.

insNodeStateTrap Generated when the VNS detects a change in the state of anode. The
VNS determines that a node has gone out of serviceif it loses heartbeat
with the node and it determines that a node has come back into service if
it regains heartbeat with the node.

insPortDownTrap1 Generated when the VNS loses connection to a UNI port (i.e., a port

connected to a PBX).

insSPNNIDownTrap

Generated when the SPNNI connection between two adjacent VNS
nodes goes down. It indicates the name of the adjacent VNSto which the

connection has been lost.

insAddrConfigFail Trap

Generated when the VNS fails to configure an address added by SV+

into operation of a port.

insNetAddrConfigFail Trap!

Generated when the DN fails to configure a network address added by

SV+ into operation on a port.

insScreenTypeConfigFail Trap®

Generated when the VNS fails to configure screening on a port to

operate according to the specified type.

insScreenConfigFail Trap!

Generated when the VNS fails to configure a screen added by SV+ into

operation on a port.

insTransConfigFail Trap!

Generated when the VNS fails to configure a transformation rule added

by SV + into operation on a port.

insSPNNIUpTrap Generated when the SPNNI connection between two adjacent VNSes
comes up. It indicates the name of the adjacent DSN to which the
connection has been regained.

insDchannelDownTrap Generated whenever the D-channel for a port goes down.

insDchannelUpTrap Generated when the D-channel for a port comes back up.

insAlarmStatusChanged-Trap

Generated when the insAlarm Status object changes.

1. Thesetrapsare not currently used.
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Cause Codes

Cause Codes are coded messages passed from a PBX to the VNS to indicate why a switched
connection cannot be made. Cause Codes are included in Call Detail Records (see Appendix C) or
they can be seen with aprotocol analyzer capturing the message traffic between aPBX and the VNS.
The following sections describe the Cause Codes for the QSIG or DPNSS protocols:

® |SDN-Related Cause Codes
® DPNSS-Related Cause Codes

ISDN-Related Cause Codes

Table B-2 lists the set of Cause Codes that are applicable to ISDN-related calls. The ISDN-related
cause codes are returned by the QSIG, JISDN (Q931A), EISDN (European ISDN, also referred to
asETSI), and AT& T 4ESS ISDN protocols. The table lists each Cause Code by number, then
provides atextual description and explanation. Cause Codes are divided into the following classes
within the table:

® Normal class

® Resource unavailable class

® Service or option unavailable class

® Service or option not implemented class
® |nvalid message class

® Protocol error class

® |nterworking class
Table B-2 ISDN-Related Cause Codes

Cause Code Description

Normal Class

1 Unallocated (unassigned) number

This cause indicates that the called party cannot be reached because, although the called party

number isin avalid format, it is not currently allocated (assigned).

2 No routeto specified transit network (national use)

This cause indicates that the equipment sending this cause has received arequest to route the call
through a particular transit network which it does not recognize. The equipment sending this cause
does not recognize the transit network either because the transit network does not exist or because
that particular transit network, while it does exist, does not serve the equipment which is sending

this cause.

This cause is supported on a network-dependent basis.

3 No routeto destination

This cause indicates that the called party cannot be reached because the network through which the

call has been routed does not serve the destination desired.

This cause is supported on a network-dependent basis.

4 Send special information tone

This cause indicates that the called party cannot be reached for reasons that are of along term
nature and that the special tone should be returned to the calling party.

5 Misdialled trunk prefix (national use)
This cause indicates the erroneous inclusion of atrunk prefix in the called party number.
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ISDN-Related Cause Codes

Table B-2 ISDN-Related Cause Codes (Continued)

Cause Code Description

6 Channel unacceptable

This cause indicates that the channel most recently identified is not acceptable to the sending entity
for useinthiscall.

7 Call awarded and being delivered in an established channel

This cause indicates that the user has been awarded the incoming call, and that the incoming cal is
being connected to a channel already established to that user for similar calls (e.g., packet-mode
X.25 virtua calls.

8 Pre-emption
This cause indicates that the call is being preempted.

9 Preemption - circuit reserved for reuse

This cause indicates that the call is being preempted and the circuit is reserved for reuse by the
preempting exchange.

16 Normal call clearing

This cause indicates that the call is being cleared because on of the usersinvolved in the call has
requested that the call be cleared.

Under normal situations, the source of this cause is not the network.

17 User busy

This causeis used to indicate that the called party is unable to accept another call because the user
busy condition has been encountered. This cause value may be generated by the called user or by
the network. In the case of user determine user busy, it is noted that the user equipment is
compatible with the call.

18 No user responding

This causeis used when acalled party does not respond to acall establishment message with either
an alerting or connection indication within the prescribed period of time all ocated.

19 No answer from user (user alerted)

This cause is used when the called party has been alerted but does not responded with a connect
indication within a prescribed period of time.

Note -- This cause is no necessarily generated by Q.931 procedur3es buy may be generated by
internal network timers.

20 Subscriber absent

This cause value is used when a mobile station has logged off, radio contact is not obtained with a
mobile station or if a personal telecommunication user is temporarily not addressable at any
user-network interface.

21 Call rgjected

This cause indicates that the equipment sending this cause does not wish to accept this call,
athough it could have accepted the call because the equipment sending this cause is neither busy
nor incompatible.

This cause may also be generated by the network, indicating that the call was cleared dueto a
supplementary service constraint. The diagnostic field may contain additional information about
the supplementary service and reason for rejection.

22 Number changed

This causeis returned to a calling party when the called party number indicated by the calling party
isno longer assigned. The new called party number may be optionally be included in the diagnostic
field. If anetwork does not support this cause value, cause No. 1, unallocated (unassigned) number
shall be used.
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Table B-2

ISDN-Related Cause Codes (Continued)

Cause Code

Description

26

Non-selected user clearing
This cause indicates that the user has not been awarded the incoming call.

27

Destination out of order

This cause indicates that the destination indicated by the user cannot be reached because the
interface to the destination is not functioning correctly. The term “not functioning correctly”
indicates that a signaling message was unable to be delivered to the remote party; e.g., a physical
layer or data link layer failure at the remote party, or user equipment off-line.

28

Invalid number format (addressincomplete)

This cause indicated that the called party cannot be reached because the called party number is not
inavalid format or is not complete.

Note: This condition may be determined:
--immediately after reception of an ST signal; or
--on time-out after the last received digit.

29

Facility rejected

This causeis returned when a supplementary service requested by the user cannot be provided to
the network.

30

Responseto STATUS ENQUIRY

This causeisincluded in the STATUS message when the reason for generating the STATUS
message was the prior receipt of a STATUS ENQUIRY message.

31

Normal, unspecified
This causeis used to report anormal event only when no other cause in the normal class applies.

Resour ce unavailable class

No circuit/channel available

This cause indicates that there is no appropriate circuit/channel presently available to handle the
call.

38

Network out of order

This cause indicates that the network is not functioning correctly and that the condition is likely to
last arelatively long period of time; e.g., immediately re-attempting the call is not likely to be
successful.

39

Permanent frame mode connection out-of-service

This causeisincluded in a STATUS message to indicate that a permanently established frame
mode connection out-of-service (e.g., due to equipment section failure) (See Annex A/Q.933).

40

Permanent frame mode connection oper ational

This causeisincluded in a STATUS message to indicate that a permanently established frame
mode connection is operational and capable of carrying user information (see Annex A/Q.933).

41

Temporary failure

This cause indicates that the network is not functioning correctly and that the condition isnot likely
to last along period of time; e.g., the user may wish to try another call attempt almost immediately.

This cause code may occur when the node (IGX or IPX switch) is short on resources.

42

Switching equipment congestion

This cause indicates that the switching equipment generating this cause is experiencing a period of
high traffic.
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Table B-2 ISDN-Related Cause Codes (Continued)

Cause Code Description

43 Access information discarded

This cause indicates that the network could not deliver access information to the remote user as
requested, i.e., user-to-user information, low layer compatibility, high layer compatibility, or
sub-address, as indicated in the diagnostic.

44 Requested circuit/channel not available

This causeis returned when the circuit or channel indicated by the requesting entity cannot be
provided by the other side of the interface.

46 Precedence call blocked

This cause indicates that there are no preemptable circuits or that the called user is busy with a call
of equal or higher preemptable level.

47 Resour ce unavailable, unspecified

This causeis used to report a resource unavailable event only when no other cause in the resource
unavailable class applies.

Service or option unavailable class

49 Quality of Service not available

This causeis used to report that the requested Quality of Service, as defined in Recommendation
X.213, cannot be provided (e.g., throughput or transit delay cannot be supported).

50 Requested facility not subscribed

This cause indicates that the user has requested a supplementary service which isimplemented by
the equipment which generated this cause, but the user is not authorized to use.

53 Outgoing calls barred within CUG

This cause indicates that although the calling party is a member of the CUG for the outgoing CUG
call, outgoing calls are not alowed for this member of CUG.

55 Incoming calls barred within CUG

This cause indicates that although the called party is a member of the CUG for theincoming CUG
call, incoming calls are not allowed to this member of the CUG.

57 Bearer capability not authorized

This cause indicates that the user has requested a bearer capability which isimplemented by the
equipment which generated this cause but the user is not authorized to use.

58 Bearer capability not presently available

This cause indicates that the user has requested a bearers capability which isimplemented by the
equipment which generated this cause but is not available at thistime.

62 Inconsistency in designated outgoing access information and subscriber class

This cause indicates that there is an inconsistency in the designated outgoing access information
and subscriber class.

63 Service or option not available, unspecified

This causeis used to report a service or option not available when no other cause in the service or
option not available class applies.

Service or option not implemented class

65 Bearer capability not implemented

This cause indicates that the equipment sending this cause does not support the bearer capability
requested.
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Table B-2

ISDN-Related Cause Codes (Continued)

Cause Code

Description

66

Channel type not implemented

This cause indicates that the equipment sending this cause does not support the channel type
requested.

69

Requested facility not implemented

This cause indicates that the equipment sending this cause does not support the requested
supplementary service.

70

Only restricted digital information bearer capability is available (national use)

This cause indicates that the calling party has requested an unrestricted bearer service but that the
equipment sending this cause only supports the restricted version of the requested bearer
capability.

79

Service or option not implemented, unspecified

This cause is used to report a service or option not implemented event only when no other causein
the service or option not implemented class applies.

Invalid message (e.g., parameter out of range) class

81

Invalid call reference value

This cause indicates that the equipment sending this cause has received a message with a call
reference which is not currently in use on the user-network interface.

82

I dentified channel does not exist

This cause indicates that the equipment sending this cause has received arequest to use a channel
not activated on theinterface for acall. For example, if auser has subscribed to those channelson a
primary rate interface numbered from 1 to 12 and the user equipment or the network attempts to
use channels 13 through 23, this cause is generated.

83

A suspended call exists, but thiscall identity does not

This cause indicates that a call resume has been attempted with a call identity which differs from
that in use for any presently suspended call(s).

Call identity in use

This cause indicates that the network has received a call suspended request containing a call
identity (including the null call identity) which is aready in use for a suspended call within the
domain of interfaces over which the call might be resumed.

85

No call suspended

This cause indicates that the network has received a call resume request containing a call identity
information element which presently does not indicated any suspended call within the domain of
interfaces over which calls may be returned.

86

Call having the requested call identity has been cleared

This cause indicates that the network has received a call resume request containing a call identity
information element indicating a suspended call that has in the meantime been cleared while
suspended (either by network timeout or by the remote user).

87

User not member of CUG

This cause indicates that the called user for incoming CUG call is not amember of the specified
CUG or that the calling user is an ordinary subscriber calling a CUG subscriber.

88

Incompatible destination

This cause indicates that the equipment sending this cause has received a request to establish acall
which has low layer compatibility, high layer compatibility, or other compatibility attributes (e.g.,
datarate) which cannot be accommodated.
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Table B-2 ISDN-Related Cause Codes (Continued)

Cause Code Description
90 Non-existent CUG
This cause indicates that the specified CUG does not exist.

91 Invalid transit network selection (national use)

This cause indicates that atransit network identification was received which is of an incorrect
format as defined in Annex C/Q.931.

95 Invalid message, unspecified

This cause is used to report an invalid message event only when no other causein theinvalid
message class applies.
Protocol error (e.g., unknown message) class

96 Mandatory information element ismissing

This cause indicates that the equipment sending this cause has received amessage which ismissing
an information element which must be present in the message before the message can be
processed.

97 M essage type non-existent or not implemented

This cause indicates that the equipment sending this cause has received a message with a message
type it does not recognize either because this is a message not defined or defined by not
implemented by the equipment sending this cause.

98 M essage not compatible with call state or message type non-existent or not implemented

This cause indicates that the equipment sending this cause has received a message that the
procedures do not indicate thisis a permissible message to receive whilein the call state, or a
STATUS message was received indicating an incompatible call state.

99 Information element/parameter non-existent or not implemented

This cause indicates that the equipment sending this cause has received a message which includes
information element(s)/parameter(s) not recognized because the information element
identifier(s)/parameter(s) are not defined or are defined but not implemented by the equipment
sending the cause. This cause indicates that the information element(s)/parameter(s) were
discarded. However, the information element is not required to be present in the message in order
for the equipment sending the cause to process the message.

100 Invalid information element contents

This cause indicates that the equipment sending this cause has received an information element
which it has implemented; however, one or more fields in the information element are coded in
such away which has not been implemented by the equipment sending this cause.

101 M essage not compatible with call state
This cause indicates that a message has been received which isincompatible with the call state.

102 Recovery on timer expiry

This cause indicates that a procedure has been initiated by the expiry of atimer in association with
error handling procedures.

103 Parameter non-existent or not implemented - passed on (national use)

This cause indicates that the equipment sending this cause has received a message which includes
parameters not recognized because the parameters are defined not implemented by the equipment
sending the cause. The cause indicates that the parameter(s) were ignored. In addition, if the
equipment sending this cause is an intermediate point, then this cause indicates that the
parameter(s) were passed on unchanged.
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Table B-2

ISDN-Related Cause Codes (Continued)

Cause Code

Description

110

M essage with unrecognized parameter discarded

This cause indicates that the equipment sending this cause has discarded areceived message which
includes a parameter that is not recognized.

111

Protocol error, unspecified

This causeis used to report a protocol error event only when no other cause in the protocol error

class applies.

Interworking class

127

I nterworking, unspecified

This cause indicates that there has been interworking with a network which does not provide
causes for actions it takes. Thus, the precise cause for a message which is being sent cannot be

ascertained.

DPNSS-Related Cause Codes

Table B-3 lists the DPNSS-related cause codes. For each code, the table lists the mnemonic, the
clearing or rejection cause, the meaning of the code, and the hexadecimal value associated with the

code.
Table B-3 DPNSS Cause Codes
Mnemonic  Clearing/Rejection Cause Meaning Hex Value
AB Access Barred Used when aparticular caller isbarred accessto outgoing  29H
routes.
ACK Acknowledgment Used to inform the Requesting PBX that the 14H
Supplementary Service has been (or is being) carried out.
Al Address Incomplete Used when insufficient address digits have been received  01H
to achieve avalid address, unless conflict dialing is
permitted. Where conflict dialling is permitted, NU shall
be used.
BY Busy Used when the called party is engaged on acall. 08H
CHOS Channel Out of Service Used to reject acall received on achannel whichisout of 23H
service or uninstalled.
CNR DTE Controlled Not Ready  Used when the called X.21 terminal isin the “controlled  2DH
not ready” state.
CON Congestion Used when PBX equipment or suitable routes are busy. 07H
CT Call Termination Used when a party releases acall by clearing in the 30H
normal way.
FNR Facility Not Registered Used when a PBX receives arequest relating to aservice  18H
where previous knowledge of its existence is necessary,
but that knowledge does not exist (e.g., aCall Back When
Free call made to a PBX with no record of original
registration.
ICB Incoming Calls Barred Used when the called party is barred to incoming calls. OAH
INC Service Incompatible Used when the route available does not conform to the 13H

required SIC.
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Table B-3 DPNSS Cause Codes (Continued)
Mnemonic  Clearing/Rejection Cause M eaning Hex Value
MNU Message Not Understood Used when rejecting an unrecognized messageon anidle  1AH
channel. Note that the channel on which MNU was
received may not be the one on which the unrecognized
message was detected because Transit PBXes pass on
Clearing Causes unchanged.
NAE-E Network Address Used to inform the Requesting PBX that acall hasbeen  1EH
Extension-Error rejected because of failure to process the received NAE
data
NT Network Termination Used when the call isreleased by the network for any 02H
reason (e.g., due to atimeout expiring or service
interactions).
NU Number Unobtainable Used when the Destination Addressisinvalid (i.e., spare). 00H
PFR Priority Force Release Used when an authorized intruding party forces the 24H
release of an unwanted party, e.g., an operator or a party
with the required Breakdown Capability.
REJ Reject Used when the requesting or requested party of a 19H
Supplementary Service rejects the service (e.g., Wanted
party rejects a Call Offer request).
ROS Route Out of Service Used when all suitable routes are out of service. 1CH
Sl Subscriber Incompatible Used when the called party does not conform to the 04H
requested SIC.
SNU Signal Not Understood Used when rejecting message contents which have not 15H
been understood. This CC is accompanied by the string
SNU which either identifies a String which has not been
understood or indicates another reason for not
understanding the message (e.g., syntax error).
SNV Signal Not Valid Used only when aPBX working to Issue 1 of DPNSS1  16H
rejects a Supplementary Information String that is
invalid.
SOS Subscriber Out of Service  Used when the called party is out of service. 09H
SSI Signaling System Used when the requested Supplementary Service is not 1BH
Incompatible supported by the route available, and there is no other
suitable route.
STU Service Temporarily Used when the requested Supplementary Serviceis 17H
Unavailable available on the PBX, but cannot be provided at the
moment.
SU Service Unavailable Used when the requested Supplementary Serviceis 03H
supported by the PBX, but not by the called party. This
Clearing Cause is accompanied by the String SU which
identifies the service being rejected.
TRFD Transferred Used (by Issue 2 and Issue 3 PBXes only) to instruct the  1DH
Branching PBX of a 3-party call to connect together the
two remaining parties.
UNR DTE Uncontrolled Not Used when the called X.21 terminal isin the 2EH

Ready

“Uncontrolled Not Ready” state.
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Hard-Coded Cause Codes

A specid fileisincluded with the VNS software that allows five commonly used cause codes to be
mapped to a single code. With the inclusion of thisfile, Cause Codes 2, 3, 38, 41, and 42 are all
mapped to Code 34. Code 34 isthen passed to PBX’ s attached to the VNS WAN switching network.
This allowsthe PBX to reroute a call across a public switched network if thereisafailurein the
Cisco VNS WAN switching network. Call Customer Service for further information.

Configurable Cause Codes

The VNS allows you configure specific cause codes to be returned to a PBX on a per-port basis. To
find out more information about this cause code mapping, refer to the section Cause Code Mapping
in Chapter 7.
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APPENDIX C

Call Detail Records

The VNS records information about each voice (or data) SVC call in aCall Detail Record (CDR).
The CDRs are collected in files (billing.n) so that they can be uploaded by an SV+ Workstation or
other billing system and used for billing. There are two CDR file parameters (CDR File Count and
CDR File Interval) which are configured with the VNS Configuration Interface and are described in
Chapter 7 in the section, VNS Information. These parameters specify the number of CDR files that
the VNS will generate before writing over them and the interval in minutes for which afile will be
generated.

This appendix describes the CDRs in the following sections:
® CDRBiIlling File Format

® Additional Billing Information

® Billing Example

CDR Billing File Format

The current version of the DPNSS hilling file has the following format for the CDR record. The
following is an example of ahilling file:

CP_BI LLI NG FILE, VERSION 1, 12/06/1997 17:52:27 PDT
0.v, 600007, 900007, b4dns20-7-1, b4dnsl75-1, 12/06/1997 18:11:53, 0, 16, O
1.d, 600004, 900007, b4dns20-7-1, b4dns19-5-1, 12/06/1997 18:33:24, 12, 41, 48

Thefileisin ASCII format. It contains afile header that identifies the file as a billing file using the
keyword CP_BILLING_FILE followed by the demarcating token “, “. Next the file identifiesits
versionasVERSION_1 followed by “, “ thiswill allow for future modifications of the billing format.
Next the header contains an ASCII timestamp indicating the local timethat the filewas created. The
file header also displays the configured time zone (PDT) of the VNS. Following this header,
individual CDR records will be written as ASCI| strings with each record separated by anew line
“\n” character.
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Additional Billing Information

The CDR will contain the following fields separated by the “, “ token.

1 Record number - asequential number that identifies the individual records (0, then 1 in thefirst
column of the examplefile).

Voice (v) or data (d) cal indicator.
Calling number (600007 in the first record in the example file).
Called number (900007 in the first record in the examplefile).

a A~ W N

Local switch node name, local CVM slot number, and local channel number separated by the “-”
token (b4dns20-7-1 in the first CDR in the examplefile).

6 Remote switch node name, remote CVM slot number, and remote channel number separated by
the “-" token (b4dnsl75-1 in the first CDR in the examplefile).

7 Record creation date and timestamp separated by a space. Date is specified in the mm/dd/yyyy
format. Timestamp isspecified in Universal Co-ordinated Time, hh/mm/ss (12/06/1997 18:11:53
in the first CDR in the examplefile).

Note All datesontheVNSare displayed inthe mm/dd/yyyy format to prevent problems when the
year 2000 arrives.

8 Elapsed time in seconds (defined as time difference from above timestamp to first message that
released call) (O in thefirst CDR in the examplefile).

9 Call FailureClass (VNSdefined, it shall be0if the VNS did not force the call to be rel eased) (16
in the first CDR in the examplefile).

10 Protocol specific Call Failure Class (DPNSS or QSIG defined value) (0 in the first CDR in the
examplefile).

Additional Billing Information

Location of Billing

C-2

An environment variable VNSwhich isassigned during theinstallation of the system definestheroot
directory for the billing related files.

>From directory $VNS a sub-directory ‘files' exists and thisis the target directory for the billing
files.

The billing process collects billing information and creates filesin the directory $V NS/fileswith the
namebilling.0 billing.1 billing.2 .... billing.n where n indicates the configured number of billing files
that the system wants to stored before wrapping around.

Other configured parameters are
® Thesizeof thefiles

® The maximum lifetime of the files
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Retrieval of Billing Files

Retrieval of Billing Files

After the VNS has written afile another entity will retrieve the file and use the stored information
for billing calculation. Thisexternal entity may FTP (filetransfer protocol) the desired filesfrom the
VNS.

It is expected the billing application will periodically retrieve and delete the billing files from the
VNS disk at arate adequate to avoid the VNS billing process overwriting billing files that have not
been retrieved.

Billing Example
For this example, assume the following:
1 Thefile size has been configured for 100,000 bytes per file.
2 Eachbilling record is 100 bytes long => 1000 records per file.
3 Thesystem is configured to store 20 files.
4 Thesystemisrunning at 1 call per second => 3600 calls per hour.
5

Assume that the VNS environment variable is set to /usr/dns.

System Operation

The system creates the first billing file in /usr/dng/files and namesit billing.0. Billing records are
added to thishilling file at arate of 1 per second; thus, the billing file reaches its maximum size after
1000 seconds (approximately 20 minutes).

After 1000 seconds, the first billing file is closed and the second one is opened as billing.1. This
continues until the system has cycled through all 20 files that it uses. When it attempts to open the
21 fileit does not open hilling.20 but instead it resets the counter to 0 and opens billing.0. If billing.0
istill on the file system its contents are del eted.

Billing File Collection

The billing application must collect the billing files from the VNS. To prevent the loss of billing
information, each individual file must be transferred (FTPed) from the VNS (19* 1000 seconds),
approximately every six hoursif the configuration as assumed aboveis used. The billing application
may invoke the FTP operation once the file hasreached its maximum size. It may also delete thefile
once it has been collected but thisis not necessary.

The configuration parameters given above may be increased at the expense of disk spaceto allow a
number of days records be stored prior to the overwriting of information.
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APPENDIX D

Dial-In Support

Motorola V.34R VNS Dial-In Configuration

During theinitial installation of the VNS, Cisco strongly recommends that a modem be attached to
the serial port and configured to auto-answer callsfrom our Product Support. By dialing in, Product
Support can accessthe VNS remotely and resolve potential problems. An optional MotorolaV.34R
Modem can be purchased from Cisco. (For initial trias, the modem is required.)

This setup prepares a modem attached to the VNS to answer acall from Cisco’s Product Support.
You should arrange to work with Cisco Product Support to initially set up and test the modem for
dial-in operation (i.e., auto answer). Cisco must record the telephone number for dialing into the
VNS.

The port on the VNS should be factory-configured for 9600 bps and VT100 mode. Table E-1 lists
the modem interface requirements.

Table D-1 Modem Interface Requirements

Parameter Requirement

VNS Port Serial port, A/B (Terminal)

Code Standard 8-bit ASCII, 1 stop bit, no parity

Interface RS232 DCE

Cable 25-pin straight through cable

Phone Lines Dedicated dial-up business telephone line for ISC-to-VNS modem connection

Data Rate All standard asynchronous data rates from 300 to 19200 bps, independently
selectable

Supported Modems Motorola Model V.34R 9600 baud modem

There are two procedures to be performed before Product Support can dial into the VNS;
® Configurethe VNS's Serial Port to Emulate aVT100 Terminal.
® Connect and Configure the Modem for the VNS.

These procedures are for atypical connection. Refer also to the Modem User's Guide.
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Motorola V.34R VNS Dial-In Configuration

Configure the VNS’s Serial Port to Emulate a VT100 Terminal

Typically the seria port onthe VNS-AC or VNS-DC isfactory-configured for 9600 bps and VT100
mode. If it isnot, you can configure the serial port (A/B [Terminal]) asfollows:

Connect and

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6

Step 7

Login to the VNS as superuser (i.e., root).

Edit the /etc/ttytab file as follows:

ttyb “/usr/etc/getty D9600” dialup on remote

Check to seeif getty isrunning for ttyb by entering:

ps -aux | fgrep getty

Note the process ID so you can kill it and restart the getty.

If agetty isaready running for the specified port, find its processid, then issue:
kill -9 <process ID>

Restart init by entering:

kill -HUP 1

This command restarts the new getty.

Note To connect amodemto aVNS-AC-E or VNS-DC-E, the factory-installed soft switch cable
may have to be removed. Contact Cisco Customer Service for details.

Configure the Modem for the VNS

To connect and configure the modem for dial-in operation, follow these steps:

Step 1
Step 2

Step 3
Step 4
Step 5

Step 6
Step 7

Connect power to the modem.

Temporarily attach aterminal to the modem EIA port, using a straight-through cable. The
modem’s EIA port will automatically match the 9600 bps setting of the terminal.

Configure the modem for 8 bits, no parity, and 1 stop bit.
Enter the commands listed in Table E.2 to set up the modem for proper operation.

Disconnect the terminal and connect that end of the cabletothe VNS port (A/B [Terminal]).
(The other end remains connected to the EIA port on the modem.)

Connect the modem to the phone line.

Ask the Cisco Product Support to test the operation of the dial-in modem.
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Connect and Configure the Modem for the VNS

Hayes Modems

Table D-2 Setting up the Motorola V.34R Modem for Auto-Answer Mode

Step Command

Function

1 AT&F&W Reset to factory default and save.

2 ATS0=1 Enables Auto-Answer Mode (answer on first ring).

3 ATL1 Modem speaker at low volume.

4 AT*SM3 Enables automatic MNP error correction.

5 AT*DCO Disables data compression.

6 AT*FLO Disables XON/XOFF flow control.

7 AT&S1 Sets DSR to “normal”.

8 ATEO Disableslocal character echo.

9 ATQ1 Disables result codes. (Modem will appear “dead”.)

10 AT&W Saves current configuration settings in non-volatile memory.

Not all of the modem EIA leads are supported by the VNS. If aHayes modem isused in place of the
MotorolaV 34 Modem, configure the Hayes modem using the following AT commands:

DCD - On
DTR - On
DSR - Normad

CTS - ON when connected

AT&CO
AT&DYD
AT&S1
AT&R1

ATSP=1 (answer on first ring)

When the system is up, Cisco Product Support will be able to dia in to the VNS and login as any

other user on the system.
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APPENDIX E

Reinstalling VNS Interface Drivers

Theinterface drivers for the E1 Network Interface Cards (E1 NICs) and the Frame Relay Card are
pre-installed at the factory. These drivers are supplied on tape in case thereis an event that requires
that they be reinstalled.

This appendix contains the following sections:
® E1 NIC Driver Installation
® Frame Relay Card Driver Installation

Note Never reinstall an VNS interface driver without first contacting the Cisco Product Support.

E1 NIC Driver Installation

Tape 3 contains the E1 NIC driver package (i.e., CoE1) and areadme file with these installation
instructions. The CoE1 driver package is designed to run with Solaris 2.4, the operating system of
the VNS. Thetapeisin tar format.

To extract the contents of the tape, follow these steps:

Step 1 Connect atape driveto the VNS.

Step 2 Insert tape 3 into the tape drive.

Step 3 Extract the contents of the tape into a directory using the following command:
tar xvf /dev/<tape dev>
where <tape_dev> should be replaced with the specific tape drive attached to your VNS.
The contents of the tape will be extracted under the directory: /tmp

Step 4 Change your working directory to the directory containing the E1 NIC driver, CoE1DRV.
cd tmp/Release.2.1

Step 5 Add the driver package to the VNS with the command:
pkgadd -d "pwd” CoE1DRV

The system messages during pkgadd are self explanatory. The default installation of the
directory of the E1 NIC driver package is/opt.

Step 6  Verify that the driver installed correctly with the following command:
pkginfo | grep CoE1IDRV
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E1 NIC Driver Installation

A message similar to the following should be displayed:

system CoE1DRV CoSystens E1l Device Driver Release 2.9.1

If asimilar lineis not displayed, repeat the installation procedure, watching the screen
closely for error messages.

E1 NIC Configuration

TheE1 Line parametersof the E1 NIC must be changed to match the parameters of the CVM or CDP
on the attached node. These parameters are similar to those configured with the node’ s configure
circuit line (cnfcln) command. The parameters at the E1 NIC and the node’ s CVM or CDP must
match one another.

To edit the E1 NIC configuration, use vi to edit the file:
/etc/default/comunich.sys

The following are the configurable parameters:

Line Coding AMI or HDB3

Signaling CASor CCSs

CRC CRC disabled or enabled

Equalizer 75-ohm coaxial or 120-ohm twisted pair
International bit Selected or not selected, bit value if selected
National bits Selected or not selected, bit values if selected
Local loop back Enabled or disabled

Remote |oopback Enabled or disabled

The parameters are declared as keyword=parameter pair. Each set is uniquely identified by unit
number.

Starting the E1 NIC Driver Daemon

E-2

After you have set the E1 NIC configuration parameters, you can start the E1 NIC Driver Daemon
by following these steps:

Step 1 Change your working directory to /opt/CoEIDRV/bin.
Step 2 To run the daemon, enter from the shell prompt
Jcomunichd -r
(if you have only one E1 NIC in your VNS) or
Jcomunichd -r -u
(if you havetwo E1 NICsin your VNS).
The LED on the E1 NIC should glow if the E1 NIC is up and the line is synchronized.
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Deinstalling the E1 NIC Driver

Deinstalling the E1 NIC Driver

To deinstall the E1 NIC driver, run:
pkgrm CoE1DRV

Frame Relay Card Driver Installation
Toreinstall the Frame Relay Card driver, follow these steps:
Step 1 Logintoyour VNS asroot.
Step 2 Connect atape drive to your VNS.
Step 3 Insert Tape 1 into the tape drive.
Step 4 Type these commands:

#NONABI_SCRIPTS=TRUE
#export NONABI_SCRIPTS
# /etc/init.d/volmgt stop

# pkgadd -d /dev/????

Step 5 Reboot your VNS by entering the following Solaris command:
boot -r
(boot with reconfiguration)

Asthe VNSisrebooting, watch your terminal screen carefully for messages about address
selection errors. If the system comes up without displaying any error messages, go to step
6. If an address selection error isindicated, to the Troubleshooting the Frame Relay Card

Driver Installation section.

Step 6 Verify theinstalation, by entering the following command:
pkginfo -l | grep ADAX
The pkginfo program , with the -1 for long argument, will list the Frame Relay Card drivers
that have been installed. The output should appear similar to the following:

PKA NST:  ADAXapcs
NAME: ADAX apcs Driver
VENDOR:  Copyright ADAX, Inc., 1988 - 1996
PKG NST:  ADAXfr
NAME: ADAX Frane Rel ay/ PPP
VENDOR:  ADAX, Inc.

If similar lines are not displayed, repeat the installation procedure, watching the screen
closely for error messages.
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Removing the Frame Relay Card Driver

To remove the Frame Relay Card driver, follow these steps:
Step 1 From the UNIX prompt, type the command:
# pkgrm

Step 2 Follow the menu-driven instructions for removing the software package. The pkgrm
program displays alist of nhumbered options. Choose the number that corresponds to
ADAX APC DRIVER and press Enter. A message similar to the following one will be

displayed:
Confirm

Do you really want to remove ADAX APC BOARD DRIVER,
for APC-PCX/APC-MCX, Version x.x

Strike ENTER when ready
or ESC to stop.

Step 3 Press Enter. The pkgrm program displays these messages:
Checking . . .
Removing APC devicedriver . ..
The UNIX operating system will now be rebuilt.

The ADAX APC BOARD DRIVER,
APC-PCX/APC-MCX, Version 2.4.x is now removed.

You can now shut down the VNS and reboot it. If necessary, reinstall the Frame Relay Card software.

Frame Relay Card Configuration Files

E-4

The following VNS files are normally installed at the factory:
® Frame Relay General Configuration File (fr.cf)

® Frame Relay Port Configuration File (fr_config)

® Frame Relay Address Mapping (fr_conv)

® Network Command File for Networks (rc.inet).

If the Frame Relay Card drivers have to be reinstalled, these files should be checked to see if they
contain the factory settings.

Note Inany of the file fragments shown here, the “#" character precedes comments on the same
line.
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Frame Relay General Configuration File (fr.cf)

The Frame Relay General Configuration file (fr.cf) isinstalled at /usr/net/fr/fr.cf. The contents of the
fr.cf file should contain the following lines:

#

# ADAX Frame Rel ay daenon configuration file

#

node LAC # TCP/IP conmpatibility node: ATT, SCO LAC, or WOL
prom YES

debug 0 # debug level: O (off), 1, 3, 5, 7, 9 (nost output)

# End of fr.cf

Frame Relay Port Configuration File (fr_config)

The Frame Relay Port Configurationfile (fr_config) isinstalled at /usr/net/fr/fr_config. The contents
of fr_config should contain the following lines:

port O
HOST RS449 N393 0 | NARP NO
port 8
PI D OxCC
port 9

PI D 0xDD TRANS
# End of fr_config

The factory sets the following necessary parameters:
® "N393 0" turns off LMI signaling.
® "INARPNO" turns off inverse address resol ution.

® "TRANS" parameter for port 9 meansinclude FR header when passing framesto the upper level
application.

Frame Relay Mapping (fr_conv)

This Frame Relay Address Mapping file (fr_conv) isinstalled at /usr/net/fr/fr_conv. It normally
includes the IP address to DL CI mapping for any | P networks accessible across frame relay.

Thisfile will appear similar to the following:

#

# ADAX Frane Relay IP address to DLCI (O, . . . , 1023) to port napping
#

# | P Address Frane Relay DLCl Port

205.9.8.1120# Router’s Serial 0 (SV+ gateway)

#

# Raw Franme Rel ay port

-350359# PRI using DLCI 35

# End of fr_conv
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Network Command File (rc.inet)

E-6

This Network Command file (rc.inet) isinstalled at /usr/net/fr/rc.inet. It typically contains the
appropriate network commands to enable routing across the VNS's | P Frame Relay network. This
shell script is executed at boot time from /etc/rc2.d/S72fr (normally installed at the factory).

Thisfile will appear similar to the following:

ifconfig frmux0 frhost plunmb -arp

ifconfig frmux0 frhost up

#

# frnet is defined in /etc/networks

# frhost is defined in /etc/inet/hosts

route add net frnet frhost 0

#

# Use cisco (router) serial port as gateway

# nnms-net is defined in /etc/networks

# nne-net-gateway is defined in /etc/inet/hosts
#

Jusr/net/fr/set_addr -h “nawk '/frhost/ { print \$1 } ' /etc/hosts™ -port O
# End of rc.inet

Note There must be only one "frhost" present in /etc/inet/hosts for the "set_addr" line to work.
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Upgrading to VNS 3.0 Software

An upgrade from VNS 2.1 to VNS 3.0 software is performed in several steps. Since the port record
structure has changed in the VNS 3.0 database with the addition of configurable cause codes (seethe
PBX type field in the section Port Information in Chapter 7), the upgrade procedure has to convert
the database format as well asload the new software.

The upgrade procedure involves taking the standby VNS in aredundant pair off-line. The user will
need to schedul e a maintenance window of at least 5 hours when performing the upgrade. During
the upgrade, there will not be a redundant VNS. You should carefully schedule this upgrade.

The upgrade from VNS 2.1 to VNS 3.0 software follows this sequence:

® Shut down the standby VNS

® Copy and untar the new software (QSIG3.0) onto the standby VNS

® Preparethe VNS 2.1 database to be converted to the VNS 3.0 format

® [Install the VNS 3.0 software

® Convert the database to VNS 3.0 format

® Shut down the active VNS still running 2.1 software and bring up the VNS running 3.0 software
® Test the VNS with 3.0 software

® Load the VNS 3.0 software onto the other VNS

Performing an Upgrade to VNS 3.0

To upgrade both VNSsin aVNS redundant pair to VNS 3.0 software VNS, follow these steps:
Thefirst 7 steps determine which is the standby VNS in the redundant pair, then shut it down.
Step 1 Log into one of the VNSsin aredundant pair.

Step 2 Start the VNS CLI.

Step 3 From the VNS CLI main menu, select option 3, Modify an Entry. (The Modify an Entry
submenu, which isidentical to the Add an Entry submenu, will appear.)

Step 4 From the Modify an Entry submenu, select option 12, More VNS Info and Redundancy
Info. (A More VNS Info and Redundancy menu appears.)

Step 5 Search through these records until you find the record with the VNS Operation Role of 2
which indicates that VNS is the standby unit.
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Inthisprocedure, sincetherole of active and standby will change between thetwo VNS,
this VNS will not be referred as VNS A; the currently active VNS will be referred to as
VNSB.

Step 6 On VNS A’'s VNS Info and Redundancy Info menu set the Admin Status to 4 (shutdown).

Step 7 Tab downto Enter ‘c’ to commit changesor ‘q’ to quit [ ] field. Enter ¢ to commit the
record. The VNS process will shut down after the grace period.

The next 2 steps (Step 7 and Step 8) copy the new software tar file onto the VNS,
Step 8  FTPthetar format software release to /tmp onto VNS A.

Note Software releases are made available through Cisco Customer Service. Contact Cisco
Customer Service to find the location of the FTP server containing the VNS software.

Step 9  Untar thefile:

tar xvf VNS _QSIG3.0.tar

Thiswill create a directory QSIG3.0 in the /tmp directory.

The next 2 steps (step 10 and step 11) prepareto VNS 2.1 database on VNS A to be replaced by the
VNS 3.1 database format.

Step 10 Removethe VNS 2.1 database:

rm-rf /usr/db_21

Step 11  Move current VNS 2.1 database into /usr/db_21 directory:

mv/ -f Jusr/vns/db /usr/db_21

The next step (step 12) uninstallsthe VNS 2.1 software:
Step 12  Execute the vsn_uninstall script to uninstall VNS 2.1 software;

/usr/vns/vns_uninstal |

The next step (step 13) installs the VNS 3.0 software:

Step 13 Executethe VNS install script. You have to choose whether you are installing QSIG or
AT&T 4ESS software:

./VNS_ install gsig 8.2.5
or
./VNS_install 4ess 8.2.5

Where gsig for 4essisthe Stack Type (the protocol) of the softwareyou areinstalling and
itisfollowed by the switched software release running in your network. 8.2.5 isthe
default switched software release, but your network could aso be running 8.5.0. If you
do not enter the stack type (gsig or 4ess) and the switched software release (8.2.5 or
8.5.0), you will receive an error message. The error message, which prompts you to enter
the missing information, will be similar to the following:

Wong Stack Nane provided. Mist enter 'qgsig" OR 'd4ess'.

The next step (step 14) converts the database to the VNS 3.0 format.
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Performing an Upgrade to VNS 3.0

Step 14 Executethevns_convert script to convert the database:

vns_convert /usr/db_21 /usr/vns/db

The next steps (step 15 and step 16) shut down the active VNS (VNS B) and bring up VNS A with
the VNS 3.0 software

Step 15 Loginto VNSB (that is, the VNS on which you did not load VNS 3.0 software) and shut
it down, by repeating step 3 through step 7.

Caution Makesuretoleave VNSB inthe shutdown state. If both VNSs become active before oneis up and
running VNS 3.0 software, you could get them in a database mismatch state.

Step 16 Reboot the VNS A on which you just loaded VNS 3.0 software.
sync, sync, reboot
VNS A will now come up with VNS 3.0 software and a VNS 3.0 database.

Step 17 Before proceeding, test VNS A. Run the VNS CLI and make sure that thisVNSis able
to make calls.

The next steps (step 18 to step 22) load the VNS 3.0 software on VNS B, which you shut down in
step 15.

Step 18 FTPthetar format software release to /tmp onto VNS B.
Step 19 Untar thefile:

tar xvf VNS _QSIG3.0.tar

Thiswill create a directory QSIG3.0 in the /tmp directory.

Note Youwon't haveto convertthe VNS 2.1 database on VNS B because when it comes up, it will
be updated by VNS A with the VNS 3.0 database that is now active.

Step 20 Execute the vns_uninstall script on VNS B to uninstall VNS 2.1 software:
/usr/vns/vns_uninstall
The next step installs the VNS 3.0 software on VNS B:

Step 21 Executethe VNS install script. You have to choose whether you are installing QSIG or
AT&T 4ESS software:

./VNS_install gsig 8.2.5
or
./VNS_install 4ess 8.2.5

Asdescribed in step 13, you must enter the Stack Type (gsig or 4ess) and the switched
software release (8.2.5 or 8.5.0) to run the VNS install script.

Step 22 After the VNS 3.0 software isloaded on VNS B, make sure that VNS A is active, then
reboot this VNS B:

sync, sync, reboot

VNS B will startup and receive a database update from the active VNS A.
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APPENDIX G

SPNNI Operation

When there are multiple VNS areas (or domains), the VNS' s are connected by a Frame Relay PVC.
This Frame Relay connection uses the Cisco Proprietary Network to Network Interface (SPNNI)
protocol and is added when the Local Adjacency Information menu iscompleted. This Frame Relay
PV C uses the default Frame Relay class 0. When necessary, you can modify Frame Relay class 0
with the cnffr cls command. Modifying Frame Relay class templatesis described in the Cisco WAN
Switching Command Reference in the Chapter, Frame Relay Connections.

This SPNNI connection will use trunk bandwidth between the nodes to which the VNS s are
attached. In some VNS WAN switching networks, you may have to modify the default SPNNI
connection parameters for your requirements. First you must be able to calculate the amount of
bandwidth required for this SPNNI connection. The traffic over the SPNNI connection varies with
the number of callsthe VNS has to process.

To calculate the typical amount of bandwidth required for a SPNNI connection, you can use the
following guidelines:

® Maximum channels for each SPNNI link: 256
® Maximum octets for DPNSS messages. 45
®  Maximum octets for SPNNI header: 50

Using these guidelines and the expected number of calls per hour, you can calculate the SPNNI
Frame Relay bandwidth. For example, say your network expectsto handle 50000 VNS calls per hour
and each call requires 5 messages to build and tear down the call.

The Frame Relay bandwidth for this example could be calculated as follows:

5 * (45 + 50) * 50000 / 3600 = 6597 = 51.5 kbps
no. max no. sec. octets Frame Rel ay
of nsg of per per Bandw dt h
nsgs si ze calls hour second

per on the
cal | SPNNI
per hour
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APPENDIX H

VNS Terminology

This section defines terms that are new to the Cisco vocabulary with the advent of Voice Network
Switching and common terms that have specific meaning in this VNS manual. The Cisco

I nternetworking Terms and Acronyms book, which al so can be found on the Cisco CD-ROM, defines
most common internetworking terms.

Break-Out/Break-In (BOBI)
BOBI isa VNS feature that allows interworking between Euro-ISDN (ETSI) and other
VNS-supported signaling variants, such as DPNSS and QSIG.

Call Detail Record (CDR)
The VNS record of voice or data SV Cs, which includes calling and called numbers, local and
remote node names, date and timestamp, elapsed time, and Call Failure Classfields.

Channel Associated Signaling (CAS)
CASisinband robbed-bit signaling performed on T1 lines. CAS PBX s are supportedin VNS 2.2
when they are connected to an IGX Universal Voice Module with Model B firmware, supported
in switched software release 8.5. The UVM performs CAS-to-QSIG conversion.

Cisco BPX® 8600 series wide-area switch
The Cisco BPX switch is a standards-based high-capacity (19.2 Gigabit) broadband ATM
switches that provide backbone ATM switching and delivery of arange of user services.

Cisco IGX™ 8400 series wide-area switch
The Cisco IGX switch is awide-area switch designed to provide a backbone for enterprise data,
voice, fax, and video applications. The Cisco IGX switch was formerly referred to as the Cisco
StrataCom IGX switch.

Cisco IPX® wide-area switch
The Cisco IPX switch isawide-area switch that has been replaced in the Cisco product line with
the Cisco IGX switch. The Cisco IPX switch was formerly referred to as the Cisco StrataCom
IPX switch.

Cisco MGX™ 8220 edge concentrator
The MGX 8220 isaninterface shelf designed to concentrate ATM and Frame Relay traffic onthe
edge of aWAN switching network. The MGX 8220 was previously referred to asthe AXIS
interface shelf.

Cisco StrataCom network
See WAN switching network.
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Cisco StrataCom node
See Cisco wide-area switches: Cisco BPX switch, Cisco IGX switch, and Cisco IPX switch.

D Channel
The signaling channel used for call setup control and network connection teardown in an ISDN
interface. The D channel istypically DS0 24 inaT1 interface and timeslot (TS) 16 inan E1
interface.

Local adjacency
Two VNS swhich control different VNS areas but communicate with one another through a
Frame Relay PV C are considered to be locally adjacent.

Intelligent Network Server (INS)
The former name for arange of products adding specific capabilities to Cisco WAN switching
networks. Voice Network Switching (VNS) isone INS application, and Dial-Up Frame Relay is
the other. (You will occasionally see INS on a product label or on some of the software menus.)

Multihoming
Multihoming isa VNS feature that allows two or more links to the same end-user CPE. A site
may be multihomed to multiply the bandwidth capacity to meet increased traffic requirements.

Signaling network
A virtual network over-laid on top of the traditional Cisco WAN switching network through
which the VNS processors communicate with one another and with the nodes. This virtual
signaling network is primarily created out of frame relay PV Cs between the VNS processors.

SPNNI connection
A Frame Relay connection between two VNS 'sin different areas or domains. The SPNNI
connection gets its name form the Cisco Proprietary Network to Network Interface protocol
which operates over this connection.

StrataView Plus Workstation
The network management platform for managing Cisco WAN switching networks. Cisco
StrataView Plus®, the application running on the workstation, provides statusinformation for the
VNS.

UNI port
The User-to-Network Interface (UNI) where the PBX connectsto a Cisco VNS WAN switching
network. Thisistypicaly an IPX CDP or an IGX CVM.

VNS
The rack-mounted adjunct processor that is normally co-located with a Cisco wide-area switch
(IGX or IPX switch) and has | P connectivity to a StrataView PlusWorkstation. VNS will be used
to specify the hardware, that is the rack-mounted box, and to the application.This should not
cause any confusion because the context will make it clear whether we are talking about an
individual processor or a network-wide application. (Occasionally, the INS will be used in this
document to refer to the hardware.)

Note Dynamic Network Switching (DNS) was an earlier name for Voice Network Switching
(VNS).
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VNS WAN switching network
A traditional Cisco WAN switching network which has been enhanced with VNS processors to
perform Voice Network Switching. Voice Network Switching provides voice switched virtual
circuits (SVCs) across a Cisco WAN switching network for PBXsusing Digital Private Network
Signaling System (DPNSS), QSIG, or ETSI signaling.

Voice Port
The port (CVM on the IGX switch, or CDP on the IPX switch) on the Cisco wide-area switch
which connects to the VNS Network Interface Card. The VNS can connect to up to two voice
ports, which carry signaling information to and from the PBXs.

WAN switching network
The public or private network built around Cisco wide-area switches (that is, the BPX, IGX, or
IPX switch). These nodes utilize Cisco’ s patented FastPacket technol ogy and/or standards-based
Asynchronous Transfer Mode (ATM) and are designed to support multiple applications
integrating voice, constant and variable-bit rate data, video, frame relay, and ATM services on
one multimediawide area network. The WAN switching network was previously referred to asa
Cisco-StrataCom network.
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Channel Associated Signaling
Voice Switching

Voice Network Switching (VNS) release 3.0 also supportsthe VNS CAS 2.2 feature. CAS 2.2 is
QSIG protocol variation that worksin conjunction with the IGX’s Universal Voice Module (UVM)
with Model B or higher firmware to provide away for PBXs using Channel Associated Signaling
(CAYS) to take advantage of Voice Network Switching. The UVM with Model B firmwareis
supported in Switched Software Release 8.5. With this feature, IGX switcheswith UVM cards will
convert CAS signalsto QSIG protocol messages that can be interpreted by the VNS. The VNS then
switches voice or data calls from the CAS PBX, just asif they supported the QSIG protocol.

Note TheUniversal Voice Module'scomplete feature set isdescribed inthe Cisco IGX 8400 Series
Reference document for Release 8.5. Thisappendix describesonly the UVM with Model B firmware
asit relatesto CASto-QSIG conversion for Voice Network Switching.

This appendix contains the following sections:
® CAStoQSIG Conversion
® Configuring CAS Switching

CAS to QSIG Conversion

The UVM card on the IGX switch converts CAS signaling and dual-tone multi-frequency tonesto
common channel signaling (CCYS), that is, QSIG protocol, messages. The VNS subsequently routes
the calls from the PBX over a Cisco WAN switching network, using voice switched virtual circuits
(SVCs) under the control of aVNS.

Figure I-1illustratesasimple CAS-to-QSIG VNS network. Thetwo PBX’sare CASsignaling. Both
of their T1 trunks terminate in aUVM on an IGX switch. The UVM converts the CAS signaling to
QSI G messages and routes these messages to the VNS. The VNS never seesthe CAS signaling. In
Figure 1-1, the signaling links are shown as dashed lines; the voice or data connections (the bearer
channels), which are setup and maintained by the signaling connection, are indicated by the solid
line connecting the two PBX's.
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CAS to QSIG Conversion

Figure I-1 CAS-t0-QSIG VNS Network
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Signaling
There are two modes of signaling prevalent in T1 and E1 digital trunk interfaces. In the CCS mode,
asingle DSO channel is dedicated to carrying signaling information for al the DSO bearer channels.

Moreover, the signaling information is carried in a message format (packets or frames). Thisisthe
mode used in T1- and E1-based ISDN trunks, and hence is the mode supported by the VNS.

In the CAS mode of signaling, DSO channel states are encoded in bits and transmitted on the trunks
in two possible ways. For CAS T1 trunks, atechnique called robbed-bit signaling (RBS) is used. A
single bit in every DSO bearer channel is*“ stolen” from every 6th frame and used to carry signaling
information. The robbed bit in frames which are odd-multiples of 6 (6th, 18th, 30th,...) istermed the
‘A’ bit, whereas the robbed bit in frames which are even multiples of 6 istermed the ‘B’ bit. In CAS
E1 trunks, TS16 (timeslot 16) is used to carry the signaling bits for all channels, but in a
bit-to-channel mapped format. Each frame, except the first, carries a 4-bit signaling payload for 2
DSO0s. It thusrequires 15 frames to deliver the signaling information for the 30 DSO bearer channels.

Note VNS CAS 2.2 does not support E1 CAS.

Gateway Function

To enable connections on CAStrunksto be switched through a Cisco WAN switching network using
the VNS, the CAS signaling information must be translated into near-equivalent CCS messages.
This“gateway” function is performed by the UVM interfaces on the IGX switch that terminate the
digital CAS trunks. Once the CAS signaling is converted to CCS signaling messages, they may be
forwarded to and processed by the VNS.

With the CAS feature, the CCS protocoal is operating between the IGX’s UVM card and the VNS.
The UVM always performs the master role in channel allocation protocol, so the VNS must be set
to dave.
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DSO0 25
Since all 24 DS0s (timeslots) of the CAS T1 interface are used to carry signaling and user
information, the UVM CAS-to-QSI G conversion process creates a pseudo channel, DS0 25, to carry
signaling messages to the VNS. DS0 25 isalogical channel that exists only between the UVM and
the VNS. So, for CAS-to-QSIG UNI ports, the UNI Channel field of the Port I nformation menu must
be configured as 25. The UNI Channel field is described in Chapter 7, Understanding the VNS
Configuration Interface in the section, Port Information.

Configuring CAS Switching

CAS switching issimilar to configuring Voice Network Switching for the other VNS protocols (that
is, QSIG, DPNSS, JISDN and AT&T 4ESS ISDN.)

First you rack mount the VNS with its co-located IGX switch as described in Chapter 4, Rack
Mounting the VNS. Next you connect power to the VNS as described in Chapter 5, Connecting
Power to the VNS. Then you connect the VNSinterfacesto the node as described in Chapter 6, VNS
Interface Connections. Then you connect the CAS BPX to the IGX UVM as described in the Cisco
I|GX 8400 Series Installation manual and Cisco 1GX 8400 Series Reference document for Release
8.5 in the section, Connecting the UVM to T1 Lines. The Cisco Command Referencefor Release 8.5
also contains general procedures for setting up circuit lines and configuring voice connections.

When connecting the CAS PBX to the UVM for Voice Network Switching, however, there are some
special configuration procedures that must be performed. For CAS-to-QSIG conversion, configure
the UVM asfollows:

Step1  Useupln to activate a circuit line in the slot containing the UVM.
Step 2  Usecnfln to configure the line to match the CAS PBX.

Step 3 Usecnfcassw (configure CAS switching) to configure the CAS-to-QSIG feature. This
command will bring a menu similar to the following:

vnsi gx8 TN Strat aCom 1 GX 16 8.5. B0 Sep. 15 1997 23:59 PST

Line 8.1 CAS Switching Paraneters

CASSW node [ PBX- END] Parm 11 [00] (H)
CCS Type [ 11 (D Parm 12 [00] (H)
CAS Type [ 11 (D Parm 13 [00] (H)
Conn Type [a24 ] Parm 14 [00] (H)
Country code [00] (H Parm 15 [00] (H)
Interdigit TO[05] (H) Parm 16 [00] (H)
Tone | evel [00] (H Parm 17 [00] (H)
DTMF duration [0C] (H) Parm 18 [00] (H)
Idle pattern [7F] (H)
Parm 6 [00] (H
Parm 7 [00] (H)
Parm 8 [00] (H)
Parm 9 [00] (H
Parm 10 [00] (H)

Last Conmand: cnfcassw 8.1

Next Command:
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The cnfcassw command isused only for configuring CAS switching on the IGX’sUVM.
Only thefirst 9 fields of this screen are used at thistime. Parm 6 through Parm 18 are
reserved for future use. The first 8 fields and their possible values are:

® CASSW mode: p for PBX-end, sfor Server-end, o for Off. The default is off. This
parameter must be turned on (that is, p, PBX-END) for the UVM connected to the
CASPBX.

Note If CAS-Switching modeis set to Server-end, that is, the UVM is connected to aVNS, it will
only allow the entry of CCStypeasall remaining parametersareirrelevant. If CAS-Switching mode
is set to OFF, then it will not allow any more parameters to be entered.

® ConnType: any UVM supported voicetype. The UV M supportsall compression types
for CAS VNS calls when there are UVMs on both ends of the call. Only two
compression types are supported, however, when thereisaUVM on oneend and a
CVM (or CDP) on the other end. In this case, you can select either a32 and a24. a32
isthe default. (When configuring CA S switching, you must select acompression type
supported by all the cards, that is UNI ports, in the VNS WAN switching network.)

® CASType 1to32. 1for AB hit signaling on aT1 line, the defaullt.

® CCSType 1to4. 1for Q.SIG, the default, the only supported protocol in VNS CAS
release 2.2.

® Country code: 0to OxFF. O for US, the default.

® |nterdigit TO: 0to OxFF. Interdigit timeout in (50 ms step); 05 is the default for 250
ms.

® Toneleve: 0to OxFF. DTMF tone dB level below 0 dB; 00 for 0 dBm.

® DTMFduration: 0to OXFF. DTMF tone on/off durationin 5 ms step; the default is0C
for 60 ms On and 60 ms Off.

® |dle pattern: O to OXFF. Data pattern for idle channel; the default is 7F for aT1 line.

® Parm (6 to 18): 0x00 to OXFF. These parameters are put in the command for future
enhancement. They have no meaning for VNS CAS Release 2.2. The only validation
on these parameters is the range of 0 to OxFF. The defaults are all 00.

Step 4  Usethe VNS Configuration Interface to configure Voice Network Switching. The VNS
Configuration Interface is described in Chapter 7. CAS-to-QSIG configuration is almost
transparent to the VNS. For CAS switching, you must set the following parameters:

® Onthe VNS Information menu, the compression type field must be set to either a24
(2) or a32 (2); the SPNNI type must be set to QSIG (2).

® On the Cards Information menu, the Card Typefield isset to 1 (CDP or CVM).

® OnthePort Information menu the UNI channel must be set to 25 (the pseudo DSO0 25);
the First Channel and Last Channel fields will only go through arange of 1-24, for a
T1line; the Stack Type field must be QSIG (2).

® Onthe Port Information menu, set the Channel Alloc Roleto 2 (side B, slave or user).
(The UVM always performs side A, master or network, role of this protocol.)

Note There are no VNS Configuration Interface parameters that specify CAS.
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Related IGX Switch Commands

In addition to cnfcassw (configure CAS switching), other IGX commands that relate to
CAS-t0-QSIG conversion are:

® dspcd (display card)
® cnfchutl/dspchenf (configure channel utilization/display channel configuration)
¢ cnfcl/dspclnenf (configure line/display circuit line configuration)

IGX commands are fully documented in the Cisco WAN Switching Command Reference for Release
8.5.

dspcd

The IGX display card (dspcd) for Release 8.5 will indicate in CAS switching is supported on the
UVM card. The following example screen shows a UVM which supporting CAS switching:

vnsi gx8 TN St rat aCom I GX 16 8.5. B0 Sep. 16 1997 00: 01 PST
Detailed Card Display for UWWMin slot 8

St at us: Active (Front Card Supports CAS-swi tching)
Revi si on: BCO5
Serial Nunber: 336840
I ntegrated Echo Cancell er
Channel s: 24
Backpl ane Installed
Backcard I nstalled
Type: T1-2
Revi si on: AB
Serial Number: 289389

Last Conmand: dspcd 8

Next Conmand:

cnfchutl/dspchenf

The configure channel utilization (cnfchutl) command for Release 8.5 permits the configuration of
the CCS signaling channel (that is, the pseudo DS0 25) between the UVM and the VNS. This DSO
25 isnot part of the T1 interface between the CAS PBX and the IGX UVM. The cnfchutl screen
display is the same as the dspchenf, shown in the example below. This example shows the
configuration of connection vnsigx8.8.1.25. For astandard T1 interface, without the CAS-to-QSIG
conversion on the UVM, slot.line.25 would not be configurable.
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vnsi gx8 TN Strat aCom 1 GX 16 8.5. B0 Sep. 16 1997 00: 03 PST
From % Adaptive Gain (dB) Dial Interface OnHk Cond
8.1.25 Uil Voice Fax In Qut Type Type A B C DCrit
8.1.25 40 Enabled Disabled 0 0 I nband Unconfig ? ? - - a
8.2.25 40 Enabled Disabled 0 0 I nband Unconfig ? ? - - a

Last Command: dspchcnf 8.1.25

Next Conmand:

cnfln/dspcincnf

In Release 8.5, the configure line command (cnfln) permits the setting of m law (Mu-law) for
encoding the T1 line. It also displays the status of CA S switching. The dsplncnf command shows
whether these parameters have been configured. The following example screenillustratesa T1
circuit line with mlaw encoding and CAS switching turned on. CAS-Switching with PBX-END
indicates that CAS switching was turned on with the cnfcassw command.

vnsi gx8 TN Strat aCom 1 GX 16 8.5.B0 Sep. 16 1997 00: 04 PST
LN 8.1 Config T1/ 24 UYM slot: 8
Loop cl ock: No
Li ne fram ng: ESF cnfg: Ext er nal
codi ng: B8ZS slot.line: --
CRC: -- CAS- Swi t chi ng: PBX- END

recv inpedance: --
E1/J1 signaling: --

encodi ng: u- LAW
T1 signaling: ABAB

cabl e type: ABAM

| engt h: 0-133 ft.

56KBS Bit Pos: nsb
pct fast nodem 20

Last Command: dspcl ncnf 8.1

Next Conmmand:
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