Cisco BPX 8600 Series
Reference

Release 9.2
October 1999

Corporate Headquarters
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
http://www.cisco.com
Tel: 408 526-4000

800 553-NETS (6387)
Fax: 408 526-4100

Customer Order Number: DOC-786325=
Text Part Number: 78-6325-03



THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS MANUAL ARE SUBJECT TO CHANGE WITHOUT
NOTICE. ALL STATEMENTS, INFORMATION, AND RECOMMENDATIONSIN THISMANUAL AREBELIEVED TOBE ACCURATEBUT ARE
PRESENTED WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED. USERS MUST TAKE FULL RESPONSIBILITY FOR THEIR
APPLICATION OF ANY PRODUCTS.

THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANY ING PRODUCT ARE SET FORTH IN THE INFORMATION
PACKET THAT SHIPPED WITH THE PRODUCT AND ARE INCORPORATED HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO
LOCATE THE SOFTWARE LICENSE OR LIMITED WARRANTY, CONTACT YOUR CISCO REPRESENTATIVE FOR A COPY.

The following information is for FCC compliance of Class A devices: This equipment has been tested and found to comply with the limits for a Class A
digital device, pursuant to part 15 of the FCC rules. These limits are designed to provide reasonable protection against harmful interference when the
equipment is operated in acommercia environment. This equipment generates, uses, and can radiate radio-frequency energy and, if not installed and used
in accordance with the instruction manual, may cause harmful interference to radio communications. Operation of this equipment in aresidential areais
likely to cause harmful interference, in which case users will be required to correct the interference at their own expense.

Thefollowing information is for FCC compliance of Class B devices: The equipment described in this manual generates and may radiate radio-frequency
energy. If itisnotinstalled in accordance with Cisco’ sinstallation instructions, it may cause interference with radio and television reception. This equipment
has been tested and found to comply with the limits for a Class B digital device in accordance with the specificationsin part 15 of the FCC rules. These
specifications are designed to provide reasonable protection against such interference in aresidential installation. However, there is no guarantee that
interference will not occur in a particular installation.

Modifying the equipment without Cisco’s written authorization may result in the equipment no longer complying with FCC requirements for Class A or
ClassB digital devices. Inthat event, your right to use the equipment may belimited by FCC regulations, and you may be required to correct any interference
to radio or television communications a your own expense.

Y ou can determine whether your equipment is causing interference by turning it off. If the interference stops, it was probably caused by the Cisco equipment
or one of its periphera devices. If the equipment causesinterference to radio or television reception, try to correct the interference by using one or more of
the following measures:

« Turn the television or radio antenna until the interference stops.
» Move the equipment to one side or the other of the television or radio.
* Move the equipment farther away from the television or radio.

* Plug the equipment into an outlet that is on a different circuit from the television or radio. (That is, make certain the equipment and the television or radio
are on circuits controlled by different circuit breakers or fuses.)

Modifications to this product not authorized by Cisco Systems, Inc. could void the FCC approval and negate your authority to operate the product.

The Cisco implementation of TCP header compression is an adaptation of aprogram developed by the University of California, Berkeley (UCB) as part of
UCB'’s public domain version of the UNIX operating system. All rights reserved. Copyright © 1981, Regents of the University of California

NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND SOFTWARE OF THESE SUPPLIERS ARE
PROVIDED “ASIS" WITH ALL FAULTS. CISCO AND THE ABOVE-NAMED SUPPLIERS DISCLAIM ALL WARRANTIES, EXPRESSED
OR IMPLIED, INCLUDING, WITHOUT LIMITATION, THOSE OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND
NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE.

IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL
DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR
INABILITY TOUSE THISMANUAL, EVEN IF CISCO OR ITSSUPPLIERSHAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Access Registrar, AccessPath, Any to Any, AtmDirector, CCDA, CCDE, CCDP, CCIE, CCNA, CCNP, CCSl, CD-PAC, the Cisco logo, Cisco Certified
Internetwork Expert logo, CiscoLink, the Cisco Management Connection logo, the Cisco NetWorks logo, the Cisco Powered Network 1ogo, Cisco Systems
Capital, the Cisco Systems Capital logo, Cisco Systems Networking Academy, the Cisco Technologies logo, ConnectWay, Control Stream, Fast Step,
FireRunner, GigaStack, IGX, JumpStart, Kernel Proxy, MGX, Natural Network Viewer, NetSonar, Network Registrar, Packet, PIX, Point and Click
Internetworking, Policy Builder, Precept, RouteStream, Secure Script, ServiceWay, SlideCast, SMARTnet, StreamView, The Cell, TrafficDirector,
TransPath, ViewRunner, Virtual Stream, VisionWay, VlanDirector, Workgroup Director, and Workgroup Stack are trademarks; Changing the Way We
Work, Live, Play, and Learn, Empowering the Internet Generation, The Internet Economy, and The New Internet Economy are service marks; and Asist,
BPX, Catalyst, Cisco, Cisco 10S, the Cisco 10S logo, Cisco Systems, the Cisco Systems logo, the Cisco Systems Cisco Press |ogo, Enterprise/Solver,
EtherChannel, EtherSwitch, FastHub, FastLink, FastPAD, FastSwitch, IOS, IP/TV, IPX, LightStream, LightSwitch, MICA, NetRanger, Registrar,
StrataView Plus, Stratm, TeleRouter, and V CO are registered trademarks of Cisco Systems, Inc. inthe U.S. and certain other countries. All other trademarks
mentioned in this document are the property of their respective owners. (9905R)

Cisco BPX 8600 Series Reference, Release 9.2
Copyright © 1999 Cisco Systems, Inc. All rights reserved.



Feedback on the
Cisco BPX 8600
Series Reference,
Release 9.2, October
1999, Part No.
78-6325-04

78-6721-02

Thank you for taking the time

to fill out this response card.
Your input isimportant to us and
helps us to provide you with
better documentation.

If you have comments about
this document, please complete
this self-addressed response
card and mail it to us.

We also encourage you to make
copies of this blank response
card to complete and send to us
whenever you have comments
about this document. You can
mail copies of this card to:

Cisco Systems, Inc.

Attn: Central
Documentation Services
170 West Tasman Drive
San Jose, CA 95134-9883

You can also send us your
comments by e-mail to
bug-doc@cisco.com, or fax your
comments to us at (408) 527-8089.

You can also submit comments
electronically on the World Wide
Web. Click Feedback in the toolbar
and select Documentation. After
you complete the form, click
Submit to send it to Cisco.

We appreciate your comments.

Cisco SYSTEMS

Documentation Response Card

Feedback on the Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part
No. 78-6325-04

Please respond to the following statements by checking a number from 1 to 5:

Strongly agree
Somewhat agree
Neutral

Somewhat disagree
Strongly disagree

P N W A~ O

Overadl, | am satisfied with this document.
Strongly agree5[ | 4[] 3[ ] 2[ ] 1[_]Strongly disagree

This document is accurate and free of errors.
Strongly agree5[ | 4[] 3[ ] 2[ ] 1[ |Strongly disagree

I can find the information | need in this document.
Strongly agree5 [ | 4[] 3[ ] 2[ ] 1[_]Strongly disagree

This document is complete and offers enough relevant information for me to do my job.
Strongly agree5[ | 4[] 3[ ] 2[ ] 1[_]Strongly disagree

This document is written at the correct level of complexity for the subject matter.
Strongly agree5[ | 4[] 3[ ] 2[ ] 1[ |Strongly disagree

This document is useful to mein doing my job.
Strongly agree5[ | 4[] 3[ ] 2[ ] 1[_]Strongly disagree

Would you like us to contact you? Yes[ | No[ ]

Additional Feedback

Mailing Information
Date

Company Name

Contact Name

Mailing Address

City State/Province
Zip/Postal Code Country

Phone ( ) Extension

Fax ( ) E-mail




NO POSTAGE
NECESSARY
IF MAILED

IN THE
UNITED STATES

BUSINESS REPLY MAIL

FIRST-CLASS MAIL PERMIT NO. 4631 SAN JOSE CA

POSTAGE WILL BE PAID BY ADDRESSEE

ATTN CENTRAL DOCUMENTATION SERVICES
CISCO SYSTEMS INC

170 WEST TASMAN DRIVE

SAN JOSE CA 95134-9883



IWN-EN= OF CONTENTS

About This Manual  xxxvii
Documentation CD-ROM  xxxvii
Objectives  xxxvii
Audience  xxxvii
Cisco WAN Switching Product Name Change ~ xxxvii
Organization  xxxviii
Related Documentation  xli

Conventions  xli

PART 1
Overview

Chapter 1
Introduction  1-1

General Description  1-1
BPX 8620 1-1
BPX 8650 1-3
BPX 8680 1-3

New with Release 9.2 1-3
VS| Enhancements  1-3
MPLS Enhancements  1-3
rt-VBR 1-3
Ports or Trunks Concurrently Configurableon BXM  1-4
Virtual Trunkingon BXM  1-4
Virtua Private Networks  1-4
APS Redundancy on BXM Fiber Interfaces 1-4
LMI and ILMI Enhancementson BXM  1-5
Early Abit Notification with Configurable Timer on ILMI/LMI Interface  1-5
Cisco WAN Manager (CWM) and Cisco View Enhancements  1-5
MGX 8220 1-5

Continuing Features with Current Release  1-6
Cisco WAN Manager Network Management  1-6
Network 1-6
BPX Switch 1-6
MGX 8220 1-8
IGX Switch  1-9

BPX Switch Operation 1-9
BPX Switch Operation 1-9
The BPX Switch with MGX 8220 Shelves  1-9
Multiprotocol Label Switching 1-9
The BPX Switch with Extended Services Processor  1-10
Virtual Private Networks 1-10
Conventional Virtual Private Networks 1-10

Table of Contents v



IPVirtual Private Networks  1-10
MPLS Virtual Private Networks ~ 1-12
Frame Relay to ATM Interworking  1-13
Network Interworking 1-13
Service Interworking  1-14
Additional Information 1-15
Tiered Networks  1-15
Routing Hubs and Interface Shelves  1-15
BPX Switch Routing Hubs  1-16
Inverse Multiplexing ATM  1-17
Virtual Trunking 1-18

Traffic and Congestion Management  1-19
Advanced CoS Management  1-20
Automatic Routing Management  1-20
Cost-Based Routing Management  1-21
ABR Standard with VSV D Congestion Control ~ 1-21
Optimized Bandwidth Management (ForeSight) Congestion Control ~ 1-21
PNNI  1-22

Network Management  1-22
Network Interfaces  1-23
Service Interfaces  1-23
Statistical Alarms and Network Statistics  1-24
Node Synchronization 1-24

Switch Software Description  1-24
Connections and Connection Routing  1-25
Connection Routing Groups  1-26
Cost-Based Connection Routing  1-26
Major Features of Cost-Based AutoRoute  1-27
Cost-Based AutoRoute Commands  1-28

Network Synchronization  1-29

Switch Availability  1-29
Node Redundancy  1-30
Node Alarms  1-30

Chapter 2
BPX Switch  2-1

Physical Description  2-1
BPX Switch Enclosure  2-1
Node Cooling 2-3
Node DC Powering 2-3
Optional AC Power Supply Assembly  2-4
Card Shelf Configuration  2-5

Functional Description 2-7
ATM  2-7
Physical Layer 2-7
ATM Layer 2-7
IPX and IGX Switch Trunk Interfacesto ATM ~ 2-12

Vi Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



BAM 2-13
SAM  2-13
CAM 2-13
FastPacket Adaptationto ATM  2-14

BPX Switch Mgjor Groups 2-16
Optional Peripherals 2-18

General Description

BPX Switch Common Core 3-1
BPX Switch Common Core Group  3-1

Broadband Controller Card (BCCs)  3-3
Features 3-4
Functional Description  3-5
Front Panel Description  3-7

19.2 Gbps Operation with the BCC-4V  3-9
Back Cards for the BCC-32, BCC-3-32M, BCC-3-64M, and BCC-4V

Alarm/Status Monitor Card  3-13
Features 3-13
Functional Description  3-13
Front Panel Description  3-13
Line Module for the Alarm/Status Monitor Card  3-16

BPX Switch StrataBus 9.6 and 19.2 Gbps Backplanes  3-18

Service and Trunk Cards

BNI (Trunk) Cards 4-1
BPX Switch Network Interface Group  4-1

Broadband Network Interface Cards (BNI-T3 and BNI-E3)  4-2
Features 4-3
Functional Description  4-3
Egress 4-3
Ingress 4-4
Bandwidth Control ~ 4-5
Loopbacks and Diaghostics  4-6
Front Panel Indicators 4-6

T3 and E3 Line Modules (LM-3T3 and LM-3E3) 4-8

PART 2

Chapter 3

PART 3

Chapter 4

Table of Contents vii



Broadband Network
Interface Cards,
BNI-155 4-11
Features 4-11
Overview 4-11
Functional
Description  4-12
Front Panel
Indicators 4-13

OC-3, Line Modules
(SMF, SMFLR, &
MMF) 4-16

Y-Cabling of BNI
Backcard,
SMF-2-BC 4-19

Chapter 5
ASI Service Interface
(Line) Cards 5-1

BPX Switch Service
Interface Group
Summary 5-1

ASI-1, ATM Service
Interface Card 5-2
Features 5-2
Functional
Description  5-3
Configuring
Connections (ATM
over AS|
Example) 54
Monitoring
Statistics 5-5
Front Panel
Description  5-5

T3and E3LineModules
(LM-3T3 and
LM-3E3) 5-8

ASI-155, ATM Service
Interface Card  5-11

Features 5-11
Overview 5-11
Configuring
Connections 5-12
Functional
Description  5-12
Monitoring
Statistics 5-13

viii Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Front Panel Indicators  5-13
ASI-155 Line Module, LM-20C-3-SMF  5-16
ASI-155 Line Module, LM-20C-3-SMFLR  5-16
ASI-155 Line Module, LM-20C-3-MMF  5-16
Y -Cabling of ASI Backcard, SMF-2-BC  5-16

Chapter 6
BXM T3/E3, 155, and 622 6-1

Label Switching 6-1
Dynamic Resource Partitioning for SPVCs  6-2
BXM Cards 6-2

BXM Capabilities 6-4
Features 6-4
ATM Layer 6-5
Service Types 6-6

Card Operation 6-7
BXM Front Card Indicators 6-7
BXM, Backcard Connectors  6-11
Y -Cabling of SMF-622 Series Backcards 6-16

APS Redundancy 6-17
APS 1.1 Redundancy 6-17
APS 1+1 Redundancy 6-17

BXM Functiond Description  6-20
Overview, Port (UNI) Mode 6-20
Ingress 6-20
Egress 6-22
Overview, Trunk Mode 6-23
Ingress 6-23
Egress 6-24
Detailed Description, Port (UNI) and Trunk Modes  6-25
DRSIU 6-25
SONET/SDH UNI (SUNI)  6-25
DeMux/Mux  6-25
RCMP 6-25
SABRE 6-26
Ingress and Egress Queue Engines  6-26
SIMBA 6-26
ACP Subsystem Processor  6-26

Fault Management and Statistics 6-27
Fault Management and Statistics, Port (UNI) Mode 6-27
Fault Management and Statistics, Trunk Mode  6-28

Technical Specifications 6-29
Physical Layer 6-29
General Information  6-29

Table of Contents ix



General SONET Notes  6-30

User Commands 6-31
Connection Provisioning 6-31
Diagnostics  6-31

Test 6-31

Statistics  6-31

Configuring Connections  6-32
Configuration Management  6-32

Command Line Interface Examples  6-34
Configuring the BPX Switch LAN and IPRelay  6-43
Configuringthe MGX 8220 6-43

Resource Partitioning  6-44
MPLS 6-44
Dynamic Resource Partitioning for SPVCs  6-44
Summary  6-44
BXM SVC Resource Partitioning  6-45
NNI Trunk SVC Resource Partitioning  6-46
BXM Trunk SVC Resource Partitioning  6-46

Functional Descriptions, General

BXM Virtual Trunks  7-1

Overview 7-1
Typical ATM Hybrid Network with Virtual Trunks  7-2
Features 7-3

Functional Description  7-4
Virtual Interfaces 7-4
VSl Virtua Trunks and AutoRoute Virtual Trunks  7-5
Virtual Trunk Example 7-5
Virtual Trunk Transmit Queuing 7-6

Connection Management ~ 7-7

Cell Header Formats  7-7

Routing with Virtual Trunks  7-9
Virtual Trunk Bandwidth ~ 7-9
Virtual Trunk Connection Channels  7-9
Cell Transmit Address Trandlation  7-9
Cell Receive AddressLookup  7-9
Selection of Connection Identifier  7-9
Routing VPCs over Virtual Trunks  7-10
Primary Configuration Criteria  7-10
VPC Configuration with the ATM Cloud 7-11
Virtual Trunk Interfaces 7-12

PART 4

Chapter 7

Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Virtual Trunk
Traffic

Classes 7-12
Virtual Trunk Cell
Addressing 7-12
BXM/UXM Two
Stage

Queueing 7-12

Configuration  7-13
Virtua Trunk
Example 7-13

Trunk
Redundancy  7-15

Networking 7-16
Virtual Trunk
Configuration 7-16
ILMI  7-16
Blind
Addressing 7-16
VPC Failure Within
the ATM
Cloud 7-16

Trunk Statistics  7-17

Trunk Alarms ~ 7-19
Logical Trunk
Alarms 7-19
Physical Trunk
Alarms 7-19
Physical and Logical
Trunk Alarm
Summary  7-19

Event Logging 7-20
Error
messages 7-21

Command

Reference  7-22
Virtual Trunk
Commands 7-22
Virtual Trunks
Commands Common
to BXM and
UXM 7-22
Virtual Trunk UXM
Commands 7-23
Virtual Trunk
BXM/BNI
Commands 7-24

Table of Contents xi



enfrsrc 7-25
cnftrk  7-26
cnftrkparm ~ 7-29
dspload 7-31
dsprts  7-32
dsptrkenf  7-33
dsptrks  7-34

Chapter 8
ATM Connections 8-1

ATM Connection Services 8-1
SVCs 8-2

Traffic Management Overview  8-3
Standard ABR notes:  8-4
VSVD Description  8-4
BXM Connections 8-4
ForeSight Congestion Control ~ 8-5

ATM Connection Requirements  8-5
Connection Routing  8-6
addcon Command Syntax  8-6
addcon Example 8-7

ATM Connection Flow  8-9

ATM Connection Flow through the BPX  8-9

Advanced CoS Management  8-10

Connection Flow Example  8-10
Ingressfrom CPE1toBXM 3 8-11
Egressto Network viaBXM 10 8-11
Ingressfrom Network viaBXM 5 8-11
EgressfromBXM 11toCPE2 8-11

Traffic Shaping for CBR, rt-VBR, nrt-VBR, and UBR  8-12
Traffic Shaping Rates  8-13
Configuration 8-13

rt-VBR and nrt-VBR Connections  8-16

Connection Criteria  8-17

Connection Management  8-17

Configuring Resources  8-18
Trunk Queuesfor rt-VBR and nrt-VBR  8-18
Port Queuesfor rt-VBR and nrt-VBR  8-19

Related Switch Software Commands  8-19
Related Documentation  8-19

ATM Connection Configuration  8-20
CBR Connections 8-26
rt-VBR and nrt-VBR Connections  8-27
ABR Notes 8-29
ABR Connections 8-29
ABRSTD Connections  8-30
ABRFST Connections 8-32

Xii Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



UBR Connections  8-33

Network and Service Interworking Notes  8-34

ATFR Network Interworking Connections  8-36

ATFST Network Interworking Connection  8-37

ATFT Transparent Service Interworking Connections  8-38
ATFTFST Transparent Service Interworking Connections  8-39
ATFX Translationa Service Interworking Connections  8-40
ATFXFST Trandationa Service Interworking Connections  8-41

Traffic Policing Examples  8-42
Dual-Leaky Bucket (An Analogy) 8-42
CBR Traffic Policing Examples  8-42
VBR Dual-Leaky Bucket Policing Examples  8-45

Leaky Bucket 1 8-47
Leaky Bucket2 8-47
Examples 8-48
ABR Connection Policing  8-54
UBR Connection Policing  8-54
Leaky Bucket1 8-54
Leaky Bucket2 8-54

LMI and ILMI Parameters  8-56
LMI and ILMI Enhancementson BXM  8-56
Early A-Bit Naotification with Configurable Timer on ILMI/LMI Interface

SONET APS 9-1

Introduction  9-1
Automatic Operation  9-2
Manual Operation 9-2

Operation Criteria  9-3
APS Front Card Displays  9-3
APS 1+1 LED Displays 9-4

APS 1+1 (Card and Line Redundancy) 9-5
APS +1 Redundancy Criteria 9-7
Application Notesfor APS1+1  9-8
Using switchcdred/switchyred command  9-8
Other Notes:  9-9
Some switchapsin Notes  9-9
Configuration Procedure, APS 1+1  9-10

APS1:1 (Line Redundancy) 9-11
Generd Criteria  9-12
Configuration Criteria  9-12
Configuration Procedure, APS1:1  9-12

APS 1 +1 Annex B Card and Line Redundancy  9-13
Generd Criteria  9-13
Configuration Procedure, APS 1+1 Annex B 9-13

TestLoops 9-14

8-56

Chapter 9

Table of Contents  Xiii



Noteson APS Messages 9-14

APSAlarms 9-14
Statistical Alarms  9-14

APS K1 Command Precedence 9-17

Command Reference  9-19
APS Command Summary  9-19
addapsin/delapsin  9-20
addcdred 9-21
cnfapdn  9-23
cnfcdaps  9-24
dspapsin  9-25
dsplog/dspalms  9-26
switchapsin  9-27
switchcdred/switchyred  9-28

Other Notes:  9-29

Troubleshooting Notes  9-30
Introduction  9-30

APS Configuration Problems  9-31

Not Ableto Correctly Set Up APS 1+1 Line Redundancy Configuration 9-31
Description  9-31
Workaround 9-31

Unable to set up APS 1:1 line redundancy configuration  9-31
Description  9-31
Initial Investigation  9-32
Workaround  9-32
Detailed Debugging 9-32

Operator information about APS architectures  9-32
Work Arounds  9-32

Operational Problems 9-33

What the various APS switchesmean  9-33
Description  9-33

Unable to perform APS external switch after forced or manual APS switch.  9-33
Description  9-33
Investigation 9-34

APS manual switch to aline does not occur right away.  9-34
Description  9-34
Explanation 9-34

Switch occurs after lockout issued.  9-34
Description  9-34
Investigation 9-34

APS switch madeto alinein alarm.  9-34

9-34

Investigation 9-35

Reverse switch  9-35
Description  9-35
Investigation 9-35

APS switch occurs at the same time as ayred switch.  9-35
Description  9-35

xiv  Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Explanation 9-35

APS switch occurs after issuing an APS clear switch.  9-36
Description  9-36
Explanation 9-36

APS Switch Occurs even though APS Forced switch in effect.  9-36

Description  9-36
Explanation 9-36
APSlineisfailing to switch 9-36
Description  9-36
Investigation 9-36
Large cell loss when performing afront card switchover  9-37
Description  9-37
Investigation 9-37
APS service switch description  9-37
Description  9-37
Investigation 9-37
APS line does not seem to switch and activelineisinalarm  9-37
Description of problem  9-37
Initial Investigation  9-37
Work Around  9-38
BXM backcard LED green and yellow indications  9-38
Description  9-38
Explanation  9-38
BXM Port LED states  9-38
Scenario  9-38
Explanation  9-39

Alarms  9-39
What do APS Alarms Represent.  9-39
Description  9-39
Initial Investigation  9-39

ATM and Frame Relay SVCs,
and SPVCs 10-1

ATM and Frame Relay SVCsand SPVCs  10-1
PVCsand SVCs 10-2
PVCs 10-2
SPVCs 10-2
SVCs 10-3

BPX Switch and ESP Interfaces  10-4
Interim Interswitch Protocol Routing  10-4
PNNI 104

Signaling Plane  10-5
UNI Signaling Channel  10-5
NNI Signaling Channel  10-6
Network Interworking Between Frame Relay and ATM ~ 10-7

Extended Services Processor 10-8
ESP Interfaces 10-8

Chapter 10

Table of Contents xv



Stand-Alone ESP  10-9

Redundant ESPs  10-9
Y-Cable Redundancy  10-10
Other Redundancy Options  10-11

Network Management  10-11

Resource Partitioning  10-11

BXMVSIs 11-1

Virtual Switch Interfaces 11-1
VS| Controller 11-1
Virtua Interfaces  11-1

VS| Master and Slaves  11-2
Partitioning 11-4
Multiple Partitioning  11-5

Class of Service Templates  11-7

Functional Description  11-7

Structure  11-8
Downloading Service Templates 11-10
Assignment of a Service Template to an Interface
Card Qbin Configuration 11-10
Qbin Dependencies  11-10
Extended Services Types Support  11-11
Connection Admission Control ~ 11-11
Supported Service Types 11-13
VC Descriptors  11-14
VC Descriptor Parameters  11-18
Qbin Default Settings  11-20

BME Multicasting 12-1
Introduction  12-1
Standards  12-2
Multicasting Benefits  12-2

Multicasting Overview  12-2
BME Features. 12-2
BME Requirements  12-2
BME Restrictions  12-3
Address Criteria  12-3

Connection Management Criteria  12-3

11-10

Connection Management with Cisco WAN Manager 12-3

BME Operation 12-4
BME Cell Replication 12-4
Cell Replication Stats  12-5
Adding Connections  12-5

Chapter 11

Chapter 12

XVi Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Multi-Segment Multicast Connections  12-6
Multicast Statistics  12-6
Policing 12-7

Alarms 12-7
OAM cdls 12-7
AlScels 12-8

Hot Standby Backup  12-8
Configuration 12-9

Connection Diagnostics  12-9
Listof Terms 12-9

Related Documents  12-9
Configuration Management  12-9

Chapter 13
Frame Relay to ATM Network

and Service Interworking  13-1
Service Interworking  13-3
Networking Interworking 13-4
ATM Protocol Stack  13-7
BTM Interworking and the ATM Protocol Stack 13-8
BTM Control Mapping, Framesand Cells  13-10
Management, OAM Cells 13-11

Functional Description  13-11
ATF Summary 13-11
Features 13-11
Limitations 13-11

Some ATF Connection Criteria  13-12
Connection Management  13-12
Port Management  13-12
Structure  13-13

Channdl Statistics 13-13
OAM Caell Support  13-14
Diagnostics  13-14

User Commands 13-14
Virtual Circuit Features 13-15
User Commands 13-15
AUser Commands 13-16

Management 13-16
Connection Management  13-16
Routing 13-16
Bandwidth Management  13-17
User Interface  13-17
Port Management  13-17
Connection Management  13-18

Table of Contents xvii



Signaling 13-18
Alarms 13-18

Chapter 14
Tiered Networks  14-1

Routing Hubs and
Interface
Shelves 14-1
BPX and IGX Routing
Hubs 14-1

BPX Routing Hubsin a
Tiered Network  14-3
Tiered Network
Implementation  14-
3
General 14-4
Definitions  14-4
Upgrades 14-4
Co-locating
Routing Hubs and
Interface
Shelves 14-5
Network
Management 14-
5
ForeSight 14-6
Preferred
Routing 14-6
Local and Remote
Loopbacks 14-6
Testcon and
Testdly 14-6

IGX Routing Hubs in a
Tiered Network ~ 14-7
Tiered Network
Implementation  14-
8
Generd 14-9
Definitions  14-10
Upgrades 14-10
Co-locating
Routing Hubs and
Shelves  14-10
Network
Management 14-
10
Preferred
Routing 14-11
Local and Remote

xviii Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Loopbacks 14-11
Testconand Testdly  14-11
IGX Interface Shelf Description  14-11
Configuration and Management  14-12
Shelf Management  14-12
14-12
Alarm Management of Interface Shelf on the IGX Hub Node
Alarm Management on the IGX Interface Shelf  14-13
Port Management  14-13
Connection Management  14-13
Bandwidth Management  14-13
Bandwidth Efficiency 14-13
Statistics  14-13

User Interface Commands  14-13
Shelf 14-14
Data Connection Commands 14-14
Data Channel Commands 14-14
Voice Connection Commands 14-14
Voice Channel Commands 14-14

Cisco WAN Manager NMS  14-15

BPX SNMP Agent  15-1
Introduction 15-1
SNMP Overview 15-1

SNMP Functions  15-3
Responses to Get (Get-Next) Requests  15-4
ATM Set Requests  15-4
Responsesto Set Requests  15-5

MIB Il Support 155

Cisco WAN Switching Proprietary MIB Structure  15-6
Switch Service Objects  15-6
Switch Connections  15-6
Bandwidth Class  15-7
Endpoint Statistics 15-7
Endpoint Mapping 15-7

MPLS

MPLS on BPX Switch  16-1
Introduction  16-2
MPLS/Tag Terminology 16-2

14-13

Chapter 15

PART 5

Chapter 16

Table of Contents  xix



Label Switching Benefits  16-3
Label Switching Overview  16-3
Elementsin aLabel Switching Network — 16-4

Label Switching Operation at Layer 3  16-4
Forwarding 16-4
Control  16-5

Label Switchinginan ATM WAN  16-5
Forwarding 16-5
Control  16-6

Label Switching and the BPX 8650 16-8
Virtual Switch Interfaces 16-10

Label Switching Resource Configuration Parameters  16-13
Summary  16-13
Configuring VSI LCNS  16-14
Useful Default Allocations  16-15
Details of More Rigorous Allocations  16-16

Requirements  16-17

List of Terms 16-17

Related Documents  16-18
Configuration Management  16-18

Configuration Criteria  16-19
The cnfgbin Command  16-19
The cnfrsrc Command  16-19

Configuration Example  16-21

Checking and Troubleshooting  16-28
Provisioning and Managing Connections  16-32
Statistics  16-32

Command Reference  16-33
BPX Switch Commands 16-33
LSC Commands 16-33

addctrlr  16-34
addshelf  16-37
cnfgbin - 16-41

cnfrsrc 16-43
Useful Default Allocations  16-45
Details of More Rigorous Allocations  16-46
Example 1, 8-Port OC-3 BXM Configured in Trunk Mode  16-47
Example 2, 8-Port OC-3 BXM Configured in Port Mode 16-50

delctrlr  16-53
dspcd 16-56

XX Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



dspcds 16-58
dspchuse 16-61
dspctrirs  16-64
dspnode 16-66
dspgbin  16-69
dsprsrc  16-71
dsptrks  16-73
resetcd 16-75
upport  16-77
uptrk  16-79

Chapter 17
The BPX Switch, 7200, and 7500 Routers for MPLS  17-1

Introduction  17-2

MPLS/Tag Terminology 17-3

Equipment and Software Requirements  17-4
Configuration Preview  17-4

Initial Setup of MPLS Switching 17-6

Configuration for BPX switch portions of the BPX 8650 ATM-LSRs  17-7
Command Syntax Summary for BPX Portion of MPLS Configuration 17-8
Configuration for BPX 1 Portion of ATM-LSR-1  17-8
Configuration for BPX 2 portion of ATM-LSR-2  17-10

Configuration for LSC 1 and LSC 2 portions of the BPX 8650 17-12
Configuration for LSC1 portion of ATM-LSR-1  17-13
Configuration for LSC2 portion of ATM-LSR-2  17-14

Configuration for Edge Label Switch Routers, LSR-A and LSR-B  17-15
Configuration of Cisco 7500 as an Edge Router, Edge LSR-A  17-15
Configuration of Cisco 7500 as an Edge Router, Edge LSR-C  17-16

Routing Protocol ConfiguresLVCsviaMPLS  17-17

Testing the MPLS Network Configuration  17-18
Useful LSC Commands 17-18
Checking the BPX Extended ATM Interfaces 17-18

Basic Router Configuration  17-23

Accessing the Router Command-Line Interface  17-23
Booting the Router for the First Time  17-23
Configuring the Router for the First Time  17-23
Using the System Configuration Dialog  17-24

Configuring Port Adapter Interfaces  17-27
Preparing to Configure Port Adapter Interfaces  17-27
Identifying Chassis Slot, Port Adapter Slot, and Interface Port Numbers ~ 17-27

Table of Contents  xXi



Cisco 7200 or 7500 Port Adapter Interface Ports  17-27
Configuring ATM Interfaces 17-28

Other Router Interfaces 17-29

Checking the Configuration  17-30
Using Show Commandsto Verify the New Interface Status  17-30
Using Show Commandsto Display Interface Information  17-30
Using the ping Command  17-32

Using Configuration Mode 17-33

Cisco 10S Software Basics ~ 17-34
Cisco |10S Modes of Operation  17-34
Getting Context-Sensitive Help  17-35
Saving Configuration Changes 17-36

MPLS CoS with BPX 8650 18-1
MPLS CoS Summary  18-1
Related Features and Technologies  18-2
Related Documents  18-2
Prerequisites 18-2
List of Termsand Acronyms  18-3
MPLS CoSwith IP+ATM Overview  18-4
MPLSCoSinan IP+ATM Network  18-5

ATM CoS Service Templates and Qbinson the BPX 8650 18-7
Initial Setup of LVCs 18-8
Structure  18-8

MPLS CoS over IP+ATM Operation  18-10

Configuration Example  18-11
Configuration 18-12

MPLS VPNS with BPX 8650 19-1
Introduction  19-1
MPLS VPN Benefits Summary  19-3
MPLS VPN Features  19-4

MPLS VPN Description  19-6
New Business Opportunities for Service Providers  19-6
Intranet and Extranet VPNs  19-6

List of Terms 19-7
Related Features and Technologies 19-8
Related Documents  19-8

Chapter 18

Chapter 19

xxii  Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Prerequisites 19-8
MPLS Labeling Criteria  19-9

MPLS VPNsover IP+ATM Backbones Description  19-9
MPLS-Enabled Virtual Private Networks  19-10
Built-In VPN Vishility 19-11
BGP Protocol 19-11

MPLS VPN Operation 19-14
VRFs 19-14
VPN Route Target Communities  19-14
IBGP Distribution of VPN Routing Information  19-14
Label Forwarding 19-15
Quality of Service 19-15
Security  19-16
Manageability 19-16
Scalability 19-16

Configuration, Example, and Commands 19-17
Configuring the BPX 8650 ATM LSRR 19-17
Configuring VRFs  19-17

Configuring BGPs  19-18

Configuring Import and Export Routes  19-18
Verifying VPN Operation 19-18

PART 6
Repair and Replacement

Chapter 20
Repair and Replacement  20-1

Preventive Maintenance 20-1

Troubleshooting the BPX Switch  20-1
General Troubleshooting Procedures  20-1
Displaying the Status of Cardsinthe Node 20-4

Replacing Parts  20-5
ReplacingaFront Card  20-5
ReplacingaLine Module 20-7
Replacing a DC Power Entry Module  20-9
Replacing an AC Power Supply  20-11
Field-Installing a Second AC Power Supply  20-12
Replacing the Fan Assembly  20-13
Replacing the Temperature Sensing Unit  20-14
Replacing Card Slot and Fan Fuses on the System Backplane  20-14

Table of Contents  xxXiii



PART 7
Reference

Appendix A
BPX Node Specifications A-1

Generad  A-1

ATM Trunk Interface (BXM-T3/E3 Cards) A-3
ATM Trunk Interface (BXM-155 Cards) A-3
ATM Trunk Interface (BXM-622 Cards) A-5
ATM T3 Trunk Interface (BNI-T3, LM-3T3) A-6
ATM E3 Trunk Interface (BNI-E3, LM-3E3) A-7
ATM OC3 Trunk Interface (BNI-OC3, LM-OC3) A-8
ATM Service Interface (BXM-T3/E3 Cards) A-9
ATM Service Interface (BXM-155 Cards) A-9
ATM Service Interface (BXM-622 Cards) A-9
ATM Service Interface (ASI-1, LM-2T3) A-10
ATM Service Interface (ASI-1, LM-2E3) A-10
ATM Service Interface (ASI-2, LM-OC3) A-11

Appendix B
BPX Switch Cabling Summary B-1

Trunk Cabling B-1

Power Cabling B-1
AC Powered Nodes B-1
DC Powered Nodes B-2

LM-BCC Cabling B-2
Auxiliary and Control Port Cabling B-2
LAN Port Cabling B-3
Modem Cabling B-3
External Clock Input Cabling B-4
T1Clock Cabling B-4
E1 Clock Cabling B-5

External Alarm Cabling B-6
Standard BPX Switch Cables B-6
Redundancy “Y” Cable B-7

Appendix C
BPX Switch Peripherals C-1

Network Management C-1
Cisco StrataView Plus Termina  C-1

xxiv Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Control Port, Local Control C-1

Printer C-2
DIP Switch Settings for Okidata184 C-2

Modems, Dia-Inand Dia-Out C-4
Motorola V.34R BPX Switch Dial-In Configuration
BPX Switch Auto-Answer (Dia-In to BPX switch)
IPX Auto-Dial to Customer Service C-6

AT3-6ME Interface Adapter D-1
Application D-1
General Description D-1

Equipment Description D-2
Interface Connectors D-2
Front Panel Indicators D-4
DIP Switches D-4

Installation D-6

System Connections D-6

AT3-6ME Configuration D-6

BPX, IGX, or IPX Port Configuration D-7

Operation D-7

Power-Up Sequence D-7
Normal Operation D-8
Remote Loop Operation D-8
Terminal Operation D-8
Commands D-9

Specifications D-10
T3interface D-10
T2 Interface D-11
Power D-11
Mechanica D-11
Terminal Interface D-11

Glossary E-1

c-4

c-4

Appendix D

Appendix E

Index

Table of Contents xxv



xxvi Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



L1 ST EONENNNCH NS

Figure 1-1  BPX Switch General Configuration Example 1-2
Figure 1-2 IPVPN Service Example 1-11
Figure 1-3 MPLSVPNsExample 1-12
Figure 1-4  FrameRelay to ATM Network Interworking 1-14
Figure 1-5 FrameRelay to ATM Service Interworking  1-15
Figure 1-6  Tiered Network with BPX Switch and IGX Switch Routing Hubs ~ 1-17
Figure 1-7  Virtua Trunking Example 1-18
Figure 2-1  BPX Switch Exterior Front View  2-2
Figure 2-2  BPX Switch Exterior Rear View  2-3
Figure 2-3  DC Power Entry Module Shown with Conduit Box Removed  2-4
Figure 2-4  AC Power Supply Assembly Front View  2-5
Figure 2-5 BPX Switch Card Shelf Front View 2-6
Figure 2-6  B-ISDN Model  2-7
Figure 2-7 ATM Cell Format 2-8
Figure 2-8  UNI Header 2-9
Figure 2-9  NNI Header 2-9
Figure 2-10 STl Header 2-10
Figure 2-11  SAR Adaptation Process  2-12
Figure 2-12 BAM, CAM, and SAM Configurations 2-14
Figure 2-13  Simple and Complex Gateway Formats  2-15
Figure 2-14  Optiona Peripherals Connected to BPX Switch  2-19
Figure 3-1 Common Core Group Block Diagram ~ 3-3
Figure 3-2 BCC-32, BCC-3-32M, or BCC-3-64M Block Diagram  3-6
Figure 3-3 BCC4V Block Diagram  3-7
Figure 3-4 BCC Front Panel 3-8
Figure 3-5 BCC15-BC and BCC-3-BC Backcard Face Plate Connectors ~ 3-12
Figure 3-6  ASM Front Panel Controlsand Indicators  3-15
Figure 3-7 LMI-ASM Face Plate 3-17
Figure 4-1 BPX Switch Network Interface Group  4-2
Figure 4-2  Simplified BNI-T3, BNI-E3 Block Diagram  4-4
Figure 4-3  BNI-3T3 Front Panel (BNI-3E3 appears the same except for name)  4-7
Figure 4-4  LM-3T3 Face Plate, Typical  4-9
Figure 4-5 LM-3E3 Face Plate, Typical  4-10
Figure 4-6  Simplified BNI-155 Block Diagram  4-13

List of Figures xxuvii



Figure 47  BNI-155 Front Panel  4-15
Figure 4-8 LM-20C-3-SMF Face Plate 4-17
Figure 49 LM-20C-3-MMF Face Plate  4-18

Figure 4-10  Y-Cable (Model SMFY), LC-OC-3-SMF (Model SMF-2-BC)  4-19
Figure 5-1  BPX Switch Service Interface Group  5-2
Figure 5-2  ASI-1 Simplified Block Diagram  5-3
Figure 5-3 ATM ConnectionviaASI Ports 5-5
Figure 5-4  ASI-1Front Panel 5-7
Figure 5-5 LineModule, ASl, LM-3T3 (only two portsused) 5-9
Figure 5-6  LineModule, ASI, LM-3E3 (only two portsused) 5-10
Figure 5-7  ASI-155 Simplified Block Diagram  5-13
Figure 5-8  ASI-155 Front Panel  5-15
Figure 6-1 A BPX Switch Network with BXM Cards  6-2
Figure 6-2 BXM-622 Front Panel, Two-Port Card Shown 6-8
Figure 6-3 BXM-155 Front Panel, Eight-Port Card Shown  6-9
Figure 6-4 BXM-T3/E3 Front Panel, 12-Port Card Shown 6-10
Figure 6-5 SMF-622-2, SMFLR-622-2, and SMFXLR-622-2 Back Card  6-12
Figure 6-6  BXM-155-8 Port Backcard, MMF, SMF, or SMFLR  6-13
Figure 67 BPX-STM1-EL-4 Back Card 6-14
Figure 6-8  BPX-T3/E3 Back Card, 12-Port Option Shown  6-15
Figure 6-9  Y-Cabling of SMF-622 Series Backcards 6-16

Figure 6-10 BXM SMF-155-8R Backcard 6-18

Figure 6-11 BXM APS Redundant Frame Assembly  6-19

Figure 6-12 BXM Port (Access UNI) Ingress Operation  6-21

Figure 6-13  BXM Port (Access, UNI) Egress Operation  6-22

Figure 6-14 BXM Trunk Ingress Operation  6-23

Figure 6-15 BXM Trunk Egress Operation 6-24

Figure 6-16  SONET Section, Line, and Path  6-30
Figure 7-1  Typica ATM Hybrid Network using Virtual Trunks 7-2
Figure 7-2  Virtual and Physical TrunksonaBXM  7-4
Figure 7-3  BXM Egress Vlrtua Interfacesand Qbins  7-5
Figure 7-4  Virtua Trunks acrossa Public ATM Network  7-6
Figure 7-5  ATM Virtua Trunk Header Types 7-8
Figure 7-6  Addition of Virtual Trunks across aPublic ATM Network  7-14

xxviii Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Figure 8-1
Figure 8-2
Figure 8-3
Figure 8-4
Figure 8-5
Figure 8-6
Figure 8-7
Figure 8-8
Figure 8-9
Figure 8-10
Figure 8-11
Figure 8-12
Figure 8-13
Figure 8-14
Figure 8-15
Figure 8-16
Figure 8-17
Figure 8-18
Figure 8-19
Figure 8-20
Figure 8-21
Figure 8-22
Figure 8-23
Figure 8-24
Figure 8-25
Figure 8-26
Figure 8-27
Figure 8-28
Figure 8-29
Figure 9-1
Figure 9-2
Figure 9-3
Figure 9-4

Figure 9-5

ATM Connections over a BPX Switch Network ~ 8-2

ABRVSVD Flow Control Diagram  8-5

ATM Connection Flow viaBPX Switches 8-12

Traffic Shaping Example  8-13

CBR Connection Prompt Sequence  8-26

rt-VBR and nrt-VBR Connection Prompt Sequence  8-27

ABR Standard Connection Prompt Sequence  8-30

Meaning of VSVD and Flow Control External Segments  8-31

ABR ForeSight Connection Prompt Sequence  8-32

UBR Connection Prompt Sequence  8-33

Frame Relay to ATM Network Interworking  8-35

Frame Relay to ATM Service Interworking  8-35

ATFR Connection Prompt Sequence  8-36

ATFST Connection Prompt Sequence  8-37

ATFT Connection Prompt Sequence  8-38

ATFTFEST Connection Prompt Sequence  8-39

ATFEX Connection Prompt Sequence  8-40

ATEXFST Connection Prompt Sequence  8-41

CBR Connection, UPC Overview  8-43

CBR.1 Connection with Bucket Compliant  8-44

CBR.1 Connection, with Bucket Discarding non-Compliant Cells  8-44
VBR Connection, UPC Overview  8-46

VBR Connection, Policing = 4, Leaky Bucket 1 Compliant  8-48

VBR Connection, Policing = 4, Leaky Bucket 1 Non-Compliant  8-49
VBR.2 Connection, Policing = 2, with Buckets 1 and 2 Compliant  8-50
VBR.2 Connection, Leaky Bucket 2 Discarding CLP (0) Cells 8-51
VBR.1 Connection, Policing = 1, with Buckets 1 and 2 Compliant  8-52
VBR.3 Connection, Policing = 3, with Bucket 2 non-compliant  8-53
UBR Connection, UPC Overview  8-55

APS 1+1 Redundancy  9-3

APS 1:1 Redundancy 9-3

APS 1+1 Redundancy, Installing APS Backcardsin APS Redundant Backplane
SONET APS 1+1 Detail  9-7

SONET APS 1:1 Detail  9-11

List of Figures xxix



Figure 10-1
Figure 10-2
Figure 10-3
Figure 10-4
Figure 10-5
Figure 10-6
Figure 10-7
Figure 11-1
Figure 11-2
Figure 11-3
Figure 11-4
Figure 11-5
Figure 11-6
Figure 11-7
Figure 12-1
Figure 12-2
Figure 12-3
Figure 12-4
Figure 12-5
Figure 12-6
Figure 12-7
Figure 13-1
Figure 13-2
Figure 13-3
Figure 13-4
Figure 13-5
Figure 13-6
Figure 13-7
Figure 13-8
Figure 14-1
Figure 14-2
Figure 14-3
Figure 14-4
Figure 14-5

Wide Area Network with BPX Switch and ESP  10-2
BPX Switch with ESP Network Signaling Plane  10-5
UNI Signaling Channels  10-6
ESP Signaling PVC  10-7
ESP Physical Interfaces  10-8
ESP Redundant Pair  10-10
ESP Y-Cable Redundancy  10-10
BXM Virtual Interfacesand Qbins  11-2
VI, Controller and Slave VSIs  11-3
VSl Master and VS| Slave Example  11-3
Cross Connects and Links between Switches 11-4
Graphical View of Resource Partitioning, Autorouteand VSl 11-5
Service Template Overview  11-8
Service Template and Associated Qbin Selection  11-9
Replication of a Root Connection into Three Leaves 12-4
Example of Traffic, OneRoot andTwo Leaves 12-5
Adding Multicasting Connections  12-6
Multi-Segment Multicast Connections  12-6
Statistics Collection  12-7
OAM Cdls 12-7
Alarms 12-8
Frame Relay to ATM Network Interworking — 13-2
Frame Relay to ATM Service Interworking  13-2
Frame Relay to ATM Interworking Examples with BTM Card on IGX Switch
Frame Relay to ATM Service Interworking Detail 13-4
Frame Relay to ATM NW Interworking Detail ~ 13-5
ATF Connections, Simplified Example 13-6
ATM Layers 13-7
Protocol Stack Operation  13-9
Tiered Network with BPX and IGX Routing Hubs ~ 14-2
Tiered Network with BPX Routing Hubs ~ 14-3
IGX Shelves and Routing Hubs, Voice and Data Connections  14-7
IGX Shelves and Routing Hubs, Frame Relay Connections  14-8
Cisco WAN Manager Connection Manager  14-15

13-3

xxx Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Figure 15-1
Figure 16-1
Figure 16-2
Figure 16-3
Figure 16-4
Figure 16-5
Figure 16-6
Figure 16-7
Figure 16-8
Figure 16-9
Figure 16-10
Figure 16-11
Figure 16-12
Figure 17-1
Figure 17-2
Figure 17-3
Figure 17-4
Figure 18-1
Figure 18-2
Figure 18-3
Figure 18-4
Figure 18-5
Figure 19-1
Figure 19-2
Figure 19-3
Figure 19-4
Figure 19-5
Figure 19-6
Figure 20-1
Figure 20-2
Figure 20-3
Figure 20-4
Figure 20-5
Figure 20-6

SNMP Manager and AgentsinaBPX Domain  15-2

Label Forwarding Information Base (LFIB) in an IP Packet Environment  16-5
Label Forwarding Information Base (LFIB) inan ATM Environment  16-6
Downstream on Demand Label Allocation, Conservative Mode Shown — 16-7
BPX Label Switching 16-9

BPX Switch VS| Interfaces  16-11

Connection Setup, End Points on same VS| Slave  16-12

Connection Setup, End Points on Different VSI Slaves 16-12

Port VS| Partition LCN Allocation Elements  16-16

BPX Label Switching Router withBXM inSlot4  16-21

Port VS| Partition LCN Allocation Elements  16-46

LCN Allocations for Ports 1-4, Ports Configured in Trunk Mode Example  16-49
LCN Allocations for Ports 1-4, Ports Configured in Port Mode Example  16-52
High-Level View of Configuration of an MPLS Network ~ 17-5

Label Swapping Detail 17-6

Simplified Example of Configuring an MPLS network.  17-7

Example of LVCsin an MPLS Switched Network ~ 17-17

Multiple LVCsfor IP QoS Services 18-6

Example of Multiple LVCs CoSwith BPX 8650s 18-7

Service Template and Associated Qbin Selection  18-9

MPLS CoS over IP+ ATM with BPX 8650 LSRs  18-10

MPLS CoS with BPX 8650 L SRs, Configuration Example  18-12

VPN Network  19-2

Benefitsof MPLS Labels  19-9

MPLSVPNsin Cisco IP+ATM Network  19-10

VPN-IP Address Format  19-11

VPN with Service Provider Backbone  19-12

Using MPLSto Build VPNs  19-13

Unlatching the Air Intake Grille  20-7

Removing aLine Module 20-9

DC Power Entry Module with Conduit Box  20-10

AC Power Supply Assembly  20-11

Removing Blank Filler Panel (B side shown) 20-12

Card Slot and Fan Fuse Locations on System Backplane  20-15

List of Figures xxxi



Figure C-1  Dial-Modem Cabling for Auto Answer (Dia-Into BPX) C-5

Figure C-2  Dial Modem Cabling for Auto Dial (dial-out to customer service) C-7
Figure D-1  Network Application D-1

Figure D-2  Front and Rear Panel Features D-5

xxxii Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



NN OF TABLES

Table 1-1  Routing Group Configuration Example 1-26
Table 2-1  Classes of Traffic and Associated AAL Layers 2-11
Table 2-2 ATM Cell Addressing Modes  2-14
Table 2-3  BPX Switch Plug-In Card Summary  2-16
Table 3-1  BCC Front Panel Indicators  3-7
Table 3-2  BCC15-BC Backcard for BCC-32, Connectors  3-10
Table 3-3 BCC-3-BC Back Card for BCC-3-32, BCC-3-64, and BCC-4V ~ 3-11
Table 3-4  ASM Front Panel Controlsand Indicators ~ 3-14
Table 3-5 LM-ASM Face Plate Connectors  3-16
Table 4-1  BNI Front Panel Status Indicators  4-6
Table 4-2  BNI Front Panel Card Failure Indications  4-8
Table 4-3  LM-3T3 and LM-3E3 Connectors  4-8
Table 4-4  BNI-155 Front Panel Status Indicators  4-14
Table 4-5  BNI Front Panel Card Failure Indications  4-14
Table 4-6 LM-OC-3-SMF and LM-OC-3-SMFLR Connectors  4-16
Table 47 LM-OC-3-MMF Connectors  4-16
Table 5-1  ASI-1 Status Indicators  5-6
Table 52  LM-3T3 and LM-3E3 Connectors  5-8
Table 5-3  ASI-155 Status Indicators  5-14
Table 6-1 BXM T3/E3, BXM-155, and BXM 622 Front Card Options ~ 6-3
Table 6-2 BXM-T3/E3, BXM-155, and BXM-622 Back Cards  6-4
Table 6-3 ~ BXM Front Panel Status Indicators  6-7
Table 6-4  BXM Front Panel Card Failure Indicators  6-7
Table 6-5 BXM-622 Backcards 6-11
Table 6-6  BXM-155 Backcards 6-11
Table 6-7 BXM-STM1-EL4 Backcard 6-11
Table 6-8 BXM-T3/E3 Backcards 6-11
Table 6-9 BXM Sonet APS  6-17
Table 6-10  Fiber Optic CharacteristicsOC-12  6-29
Table 6-11  Fiber Optic CharacteristicsOC-3  6-29
Table 6-12  SONET Section, Line, and Path Descriptions  6-30
Table 6-13  Digital Hierarchies 6-30
Table 7-1  Virtual Trunk Criteria  7-3
Table 7-2  Virtua Trunk Traffic Types 7-6

List of Tables xxxiii



Table 7-3  Bit Shifting for Virtual Trunking 7-8
Table 7-4 VPl Ranges 7-11
Table 7-5  Maximum Connection IDs (LCNs)  7-11
Table 7-6  Trunk Statistics  7-17
Table 7-7  Physical and Logical Trunk Alarms  7-19
Table 7-8  IGX Log Messaging for Activating and Adding VT  7-21
Table 7-9  BPX Log Messaging for Activating and Adding VT  7-21
Table 7-10  Virtual Trunk Error Messages  7-21
Table 7-11  Virtual Trunk Commands Common to BXM and UXM (IGX) 7-22
Table 7-12  Virtual Trunk UXM Commands  7-23
Table 7-13  Virtual Trunk Commands BXM/BNI ~ 7-24
Table 8-1  Standard ATM Traffic Classes  8-3
Table 8-2  Standard ATM Type and addcon  8-9
Table 8-3 ATM to Frame Relay Network and Service Interworking  8-9
Table 8-4  Traffic Shaping Rates  8-13
Table 8-5  Traffic Policing Definitions  8-21
Table 8-6  Connection Parameters with Default Settings and Ranges  8-21
Table 8-7  Connection Parameter Descriptions  8-23
Table 8-8  CBR Policing Definitions 8-26
Table 8-9  VBR Policing Definitions  8-28
Table 8-10 UBR Policing Definitions  8-33
Table 8-11  ILMI Parameters  8-56
Table 9-1 BXM SONET APS 9-2
Table 9-2 BXM Front Card LED Display 9-4
Table 9-3 BXM Back Card for APS 1+1 LED Display 9-4
Table 9-4 APSAlarms 9-15
Table 9-5 K1 Switching Conditions  9-17
Table 9-6  APSCommands 9-19
Table 9-7  addcdred—Parameters  9-21
Table 9-8  Possible APS System Architectures  9-32
Table 11-1  ifci Parameters (Virtual Switch Interface) 11-4
Table 11-2  Partition Criteria  11-5
Table 11-3  Service Template Qbn Parameters  11-11
Table 11-4  Service Category Listing 11-13

xxxiv Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Table 11-5
Table 11-6
Table 11-7
Table 11-8
Table 11-9
Table 11-10
Table 11-11
Table 16-1
Table 16-2
Table 16-3
Table 16-4
Table 16-5
Table 16-6
Table 16-7
Table 16-8
Table 16-9
Table 17-1
Table 18-1
Table 18-2
Table 18-3
Table 18-4
Table 20-1
Table 20-2
Table A-1
Table B-1
Table B-2
Table B-3
Table B-4
Table B-5
Table B-6
Table B-7
Table B-8
Table B-9
Table B-10

VSl Specia Service Types 11-14

ATM Forum Service Types, CBR, UBR, and ABR  11-15
ATM Forum VBR Service Types 11-16

MPLS Service Types 11-17

Connection Parameter Descriptionsand Ranges  11-18
Qbin Default Settings  11-20

Service Class Template Default Settiings  11-21

BXM Port Groups  16-14

Port Connection Allocations  16-15

Port Connection Allocations, Useful Default Values  16-15
cnfrsrc Parameter Summary  16-20

Label Switching Parameters—addshelf  16-38

Interface Shelf Parameters—addshelf  16-39

Port Connection Allocations, Useful Default Values  16-45
LCN Allocations for 8-port OC-3 BXM, Ports Configured in Trunk Mode

16-49

LCN Allocations for 8-Port OC-3 BXM, Ports Configured in Port Mode  16-52

Cisco 10S Operating Modes  17-34

CoS Services and Features  18-2

Type of Service and Related CoS  18-6

Class of Service and Relative Bandwidth Weighting  18-11
Class of Service and Relative Bandwidth Weighting Setup  18-11
Troubleshooting the BPX Switch  20-2

Card Status for the BPX Switch  20-4

Ambient Temperature and Humidity Limits A-2

Trunk Cables B-1

AC Power Cables B-2

DC Power Wiring B-2

Auxiliary and Control Port Cabling B-2

Auxiliary and Control Port Pin Assignments  B-3

LAN Port Cabling B-3

LAN Port Pin Assignments  B-3

External Clock Cabling B-4

T1 Connection to XFER TMG on BCC-bc  B-4

T1 Connection to EXT TMG on BCC-bc  B-4

List of Tables xxxv



Table B-11
Table B-12
Table B-13
Table B-14
Table B-15
Table B-16
Table B-17
Table B-18
Table B-19
Table C-1
Table C-2
Table C-3
Table C-4
Table C-5
Table C-6
Table C-7
Table C-8
Table C-9
Table D-1
Table D-2
Table D-3
Table D-4
Table D-5
Table D-6
Table D-7
Table D-8

T1 Connectionto EXT 1 or EXT 2onBCC-3-bc  B-4

E1 Connector Pin Assignments for External Clock  B-5

E1 Connection 75 Ohm to EXT TMG on BCC-bc or BCC-3-bc  B-5
E1 Connection 100/120 Ohm to EXT TMG on BCC-bc  B-5

E1 Connection 100/120 Ohmto EXT 1 or EXT 2on BCC-3-bc  B-5
External Alarm Cabling B-6

Network Alarm Pin Assignments B-6

Standard Cables Available from Cisco  B-7

Redundancy Y-Cables B-7

Control Port Parameters for Local Control (pc or workstation) C-2
Auxiliary Port Parameters for OkiData 184 Printer  C-2

Switch A Settings—Okidata 184 Printer  C-2

Switch 1 Settings—Okidata 184 Printer  C-3

Switch 2 Settings—Okidata 184 Printer  C-3

Modem Interface Requirements  C-4

V.34R Modem Configuration for Auto-Answer (Dial-into BPX) C-5
V.34R Auto-Dial Configuration (dial-out to customer service)* C-6
V.34R with talk/data, Auto-Dial Configuration (dial-out to customer service)* C-7
Rear Panel Connectors  D-3

Front Panel Indicators D-4

DIP Switch SW-1 Selection Guide  D-6

DIP Switch SW-2 Selection Guide  D-7

Alarm Handling D-8

DIP Switch Settings D-9

Command Summary D-9

Status Display D-10

xxxvi Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



About This Manual

This publication provides an overview of the operation of the BPX 8600 Series wide-area switches
which include the BPX 8620 switch and the BPX 8650 tag switch. Refer to Release Notes for
supported features.

Documentation CD-ROM

Objectives

Audience

Cisco documentation and additional literature are availablein aCD-ROM package, which shipswith
your product. The Documentation CD-ROM, amember of the Cisco Connection Family, is updated
monthly. Therefore, it might be more up to date than printed documentation. To order additional
copies of the Documentation CD-ROM, contact your local sales representative or call customer
service. The CD-ROM packageisavailable asasingle package or asan annual subscription. You can
also access Cisco documentation on the World Wide Web at http://www.cisco.com,
http://www-china.cisco.com, or http://www-europe.cisco.com.

If you are reading Cisco product documentation on the World Wide Web, you can submit comments
electronically. Click Feedback in thetoolbar, select Documentation, and click Enter the feedback
form. After you complete the form, click Submit to send it to Cisco. We appreciate your comments.

This publication is intended to provide reference information useful during installation,
configuration, operation, and maintenance of the BPX 8600 Series.

This publication is intended for installers, operators, network designers, and system administrators.

Cisco WAN Switching Product Name Change

The Cisco WAN Switching products have new names. A switch inthe BPX family isnow part of the
Cisco BPX® 8600 Serieswide area switch family. The AX1S shelf isnow called the Cisco MGX ™
8220 edge concentrator. Any switchinthe|GX switch family (IGX 8, IGX 16 and IGX 32 wide-area
switches) is now called the Cisco IGX™ 8400 series-wide area switch. The IGX 8 switch is how
called the Cisco IGX™ 8410 wide-area switch. The IGX 16 switchis now called the Cisco IGX™
8420 wide-area switch, and the IGX 32 switch is now called the Cisco IGX™ 8430 wide-area
switch.
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Organization

Organization

This publication is organized as follows:

PART 1

Chapter 1

Chapter 2

PART 2

Chapter 3

PART 3

Chapter 4

Chapter 5

Chapter 6

PART 4

Chapter 7

Chapter 8

Overview

Introduction

Describes the overall operation of the BPX 8600 Series wide-area switches
and associated peripherals.

BPX Switch

Provides an overall physical and functional description of the BPX switch.
The physical description includes the BPX enclosure, power, and cooling
subsystems. The functional description includes an overview of BPX switch
operation.

General Description

BPX Switch Common Core

Describes the common core group, comprising the Broadband Controller
Cards (BCCs), the Alarm/Status Monitor (ASM) card, associated backcards,
and the StrataBus backplane.

Serviceand Trunk Cards

BNI (Trunk) Cards

Describes the Broadband Network Interface (BNI) trunk card and associated
backcards.

ASI ServiceInterface (Line) Cards

Describes the ATM Service Interface (ASl) line card and associated
backcards.

BXM T3/E3, 155, and 622

Describes the BXM card group which includes the BXM-T3/E3, BXM-155,
and BXM-622 card sets. Describes the operation of these cardsin either
trunk or service mode.

Functional Descriptions, General

BXM Virtual Trunks

Provides a description of BXM virtual trunks, a feature supported by the
BXM cards beginning with switch software Release 9.2

ATM Connections

Describes how ATM connection services are established by adding ATM
connections between ATM service interface ports in the network using ATM
standard UNI 3.1 and Traffic Management 4.0. It describes BXM and AS|
card operation and summarizes ATM connection parameter configuration.
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Organization

Chapter 9 SONET APS

Provides a description of the SONET Automatic Protection System (APS)
which may be used to provide line and card redundancy for BXM SMF and
SMF LR OC-3 and OC-12 cards.

Chapter 10 ATM and Frame Relay SVCs, and SPVCs

Provides a summary of switched virtual circuits and soft permanent virtual
circuits with respect to the BPX switch and co-located Extended Services
Processor. For additional information, refer to the Cisco WAN Service Node
Extended Processor Installation and Operation Release 2.2 document.

Chapter 11 BXM VSls

This chapter provides a brief description of the BXM Virtual Switch
Interfaces (V SIs) and some of the new features with Release 9.2

Chapter 12 BME Multicasting

Provides a description of BME multicasting and configuration examples.

Chapter 13 Frame Relay to ATM Network and Service Interworking

Describes Frame Relay to ATM interworking which allows users to retain
their existing Frame Relay services, and astheir needs expand, migrate to the
higher bandwidth capabilities provided by BPX ATM networks. Frame
Relay to ATM Interworking enables Frame Relay traffic to be connected
across high-speed ATM trunks using ATM standard Network and Service
Interworking.

Chapter 14 Tiered Networks

Describes the tiered network configuration that provides the capability of
adding interface shelves/feeders (non-routing nodes) to an IPX/IGX/BPX
routing network.

Chapter 15 BPX SNMP Agent

Introduces the functions of the Simple Network Management Protocol
(SNMP) agent and MIBs that are embedded in each BPX switch.

PART 5 MPLS

Chapter 16 MPL Son BPX Switch

Provides a summary of label switching on the BPX 8650 where the BPX
switch and associated series 7200 or 7500 router comprise a BPX 8650
Label Switch Router. Also provides configuration examples.

Chapter 18 MPLS CoSwith BPX 8650

Provides a description of MPLS CoS with the use of the BPX 8650 ATM
Label Switch Router (ATM LSR). It also contains a summary example for
configuring BPX 8650 L SRs, their associated L SCs (7200 or 7500 series,
and Label Edge Routers
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Chapter 19

PART 6

Chapter 20

PART 7

Appendix A

Appendix B

Appendix C

Appendix D

Glossary

MPLSVPNSwith BPX 8650

Provides a description of MPLS VPNs with the use of the BPX 8650 ATM
Label Switch Router (ATM LSR). It also contains a summary example of the
configuration of 10S to support VPNSs, and references to relevant 10S
documentation. Refer to 9.2 Release notes for supported features.

Repair and Replacement

Repair and Replacement

Describes periodic maintenance procedures, troubl eshooting procedures,
and the replacement of major BPX switch components.

Reference

BPX Node Specifications
Lists the BPX switch specifications.

BPX Switch Cabling Summary
Provides details on the cabling required to install the BPX switch.

BPX Switch Peripherals

Provide details on the specifications for peripherals used with the BPX
switch.

AT3-6ME Interface Adapter

Describes the AT3-6M Interface Adapter, sometimes referred to as the
T3-T2 Interface Adapter, that may be used with the BPX switch to provide a
6 Mbps ATM network interface to T2 transmission facilities.
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Related Documentation

Related Documentation

The following Cisco WAN Switching publications contain additional information related to the
installation and operation of the BPX switch and associated equipment:

® Cisco WAN Manager Guide provides procedures for using the Cisco WAN Manager network
management system.

® Cisco WAN Design Tools User Guide provides procedures for modeling networks.

® Cisco WAN Service Node Extended Services Processor Installation and Operation Release 2.2
provides detail ed information about the Extended Services Processor (ESP).

® Release 9.2 of the IGX/IPX/BPX Documentation Set, includes:

— Cisco BPX 8600 Series Installation and Configuration provides installation and
configuration instructions for the BPX broadband node.

— Cisco IGX 8400 Series Reference provides a general description and technical details of the
IGX multiband switch.

— Cisco IGX 8400 Series Installation and Configurationprovides installation instructions for
the IGX multiband switch.

— Cisco MGX 8220 Reference provides ageneral description and technical details of the MGX
8220.

— Cisco MGX 8220 Command Reference provides detailed information for MGX 8220
command line usage.

— Cisco WAN Switching Command Reference provides detailed information on operating the
BPX, IGX, and IPX systems through their command line interfaces.

— Cisco WAN Switching SuperUser Command Reference provides detailed information on the
command line interface special commands requiring SuperUser access authorization.

Conventions

This publication uses the following conventions to convey instructions and information.
Command descriptions use these conventions:

® Commands and keywords are in boldface.

® Arguments for which you supply values arein italics.

® Elementsin square brackets ([ ]) are optional.

® Alternative but required keywords are grouped in braces ({ }) and are separated by vertical bars
(-

® Examples use these conventions:

® Terminal sessions and information the system displaysarein screen font.
® |nformation you enter isin bol df ace screen font.

® Nonprinting characters, such as passwords, are in angle brackets (< >).

® Default responsesto system prompts are in square brackets ([ ]).
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Conventions

Note Meansreader take note. Notes contain helpful suggestions or references to materials not
contained in this manual.

Caution Meansreader be careful. In this situation, you might do something that could result in
equipment damage or loss of data.

B>

Warning Thiswarning symbol means danger. You arein asituation that could cause bodily injury.
Before you work on any equipment, you must be aware of the hazards involved with electrical
circuitry and familiar with standard practices for preventing accidents. (To see trandlated versions of
thiswarning, refer to the Regulatory Compliance and Safety I nformation that accompanied your
equipment.)

b

Waarschuwing Dit waarschuwingssymbool betekent gevaar. U verkeert in een situatie die
lichamelijk letsel kan veroorzaken. VVoordat u aan enige apparatuur gaat werken, dient u zich bewust
te zijn van de bij elektrische schakelingen betrokken risico's en dient u op de hoogte te zijn van
standaard maatregelen om ongel ukken te voorkomen.

Varoitus Tamavaroitusmerkki merkitsee vaaraa. Olet tilanteessa, jokavoi johtaaruumiinvammaan.
Ennen kuin tyoskentelet mink&én laitteiston parissa, ota selvad sahkokytkentdihin liittyvista
vaaroista ja tavanomai sista onnettomuuksien ehkéisykeinoista.

Attention Ce symbole d'avertissement indique un danger. Vous vous trouvez dans une situation
pouvant causer des blessures ou des dommages corporels. Avant de travailler sur un équipement,
soyez conscient des dangers posés par les circuits éectriques et familiarisez-vous avec les
procédures couramment utilisées pour éviter les accidents.

Warnung Dieses Warnsymbol bedeutet Gefahr. Sie befinden sich in einer Situation, die zu einer
Kérperverletzung filhren kdnnte. Bevor Sie mit der Arbeit an irgendeinem Gerét beginnen, seien Sie
sich der mit elektrischen Stromkreisen verbundenen Gefahren und der Standardpraktiken zur
Vermeidung von Unféllen bewuf3t.

Avvertenza Questo simbolo di avvertenzaindica un pericolo. La situazione potrebbe causare
infortuni alle persone. Prima di lavorare su qualsiasi apparecchiatura, occorre conoscerei pericoli
relativi ai circuiti elettrici ed essereal corrente delle pratiche standard per laprevenzione di incidenti.

Advarsel Dette varselsymbolet betyr fare. Du befinner deg i en situasjon som kan fare il
personskade. Far du utfarer arbeid pa utstyr, ma du vare oppmerksom pa de faremomentene som
elektriskekretser innebagrer, samt gjare deg kjent med vanlig praksisnar det gjelder Aunngaulykker.

Aviso Estesimbolo de aviso indica perigo. Encontra-se numa situagéo que |he podera causar danos
fisicos. Antes de comegar a trabalhar com qualquer equipamento, familiarize-se com os perigos
relacionados com circuitos el éctricos, e com quaisguer préaticas comuns que possam prevenir
possiveis acidentes.

jAtencion! Este simbolo de aviso significa peligro. Existeriesgo para su integridad fisica. Antes
de manipular cualquier equipo, considerar los riesgos que entrafiala corriente eléctricay
familiarizarse con los procedi mientos estandar de prevencién de accidentes.

Varning! Dennavarningssymbol signalerar fara. Du befinner dig i en situation som kan ledatill
personskada. Innan du utfor arbete pa ndgon utrustning maste du vara medveten om farorna med
elkretsar och kénnatill vanligt forfarande for att forebygga skador.

g Timesaver Means the described action saves time. You can save time with this action.
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CHAPTER 1

Introduction

This chapter contains an overall description of the BPX 8600 Series. For installation information,
refer to the Cisco BPX 8600 Series Installation and Configuration publication. Also, refer to the
Cisco WAN Switching Command Reference publications. Refer to 9.2 Release Notes for supported
features.

This chapter contains the following:

® General Description

® New with Release 9.2

® Continuing Features with Release 9.2
® BPX Switch Operation

® Traffic and Congestion Management
® Network Management

® Switch Software Description

® Network Synchronization

® Switch Availability

General Description

The Cisco BPX® 8600 Series wide-area switches are standards based high-capacity broadband
ATM switches that provide backbone ATM switching, IP + ATM services including Multiprotocol
Label Switching (MPLS) and deliver awide range of other user services (see Figure 1-1). The BPX
8600 Seriesincludesthe BPX 8620 wide-area switch, the BPX 8650 IP + ATM switch, and the BPX
8680 universal service switch.

BPX 8620

Fully compatible with the Cisco MGX ™ 8800 series wide area edge switch, MGX 8220 edge
concentrator, the Cisco IGX ™ 8400 series wide-area switch, the BPX 8620 switch is ascalable,
standards-compliant unit. Using a multi-shelf architecture, the BPX switch supports both
narrowband and broadband user services. The modular, multi-shelf architecture enables users to
incrementally expand the capacity of the system as needed. The BPX switch consists of the BPX
shelf with fifteen card slots which may be co-located with the MGX 8220 and Extended Services
Processor (ESP), as required.
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General Description

Three of the sots on the BPX switch shelf are reserved for common equipment cards. The other
twelve are general purpose slots used for network interface cards or service interface cards. The
cardsare provided in sets, consisting of afront card and associated back card. The BPX shelf can be
mounted in arack enclosure which provides mounting for a co-located ESP and the MGX 8220

interface shelves.
Figure 1-1 BPX Switch General Configuration Example
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New with Release 9.2

BPX 8650

The BPX® 8650 isan IP+ATM switch that provides ATM-based broadband services and integrates
Cisco |0S® software via Cisco 7200 series routers to deliver Multiprotocol Label Switching
(MPLYS) services. The BPX 8650 providesthe core Internet requirements of scalability, advanced IP
services, Layer 2 virtual circuit switching advantages, and Layer 2/Layer 3 interoperability. In
addition to scaling Internet services, the BPX 8650 switch enables the user to provision new
integrated |P+ATM services such asvoice over IP, MPLSvirtual private networks (VPNs), and Web
hosting services across the ATM backbone.

BPX 8680

The BPX 8680 universal service switch isascalable IP+ATM WAN edge switch that combines the
benefits of Cisco IOS® |P with the extensive queuing, buffering, scalability, and quality-of-service
(Q0S) capabilities provided by the BPX 8600 and MGX 8800 series platforms.

The BPX 8680 switch incorporates amodular, multishelf architecture that scalesfrom small sitesto
very large sitesand enabl es service providersto meet the rapidly growing demand for | P applications
while cost-effectively delivering today's services. The BPX 8680 consists of one or more MGX
8850s connected asfeedersto aBPX 8620. Designed for very large installations, the BPX 8680 can
scaleto 16,000 DS1s by adding up to 16 MGX 8850 concentrator shelves while still being managed
asasingle node.

New with Release 9.2
With Release 9.2, the BPX supports a number of new features:

VSI Enhancements

With Release 9.2, virtual switch interfaces (V SIs) can be configured on aBXM virtual trunk. The
BXM previoudy did not support virtual trunks. MPLS switching can be enabled on avirtual trunk
VSl inasimilar manner to a standard trunk or port.

MPLS Class of Service (CoS) templates simplify bandwidth allocation on a class-by-class basis for
end-to-end IP CoSin arouted ATM environment. An MPLS switching CoS template is assigned to
a VSl when the VSl is enabled. Each templates links to two types of tables. One table type defines,
on aper VC basis, bandwidth related parameters and UPC actions. The other table type defines the
parameters required to configure gbins that provide Quality of Service (QoS) support.

With the implementation of VSl 2.0, MPLS supports master VS| controller redundancy and VSl
slave controller redundancy.

MPLS Enhancements

ML PS based enhancementsinclude the use of MPL S Class of Service (CoS) templates supported by
VSl, and MPLS VS| master and VS| slave redundancy. In addition, MPL S supports Virtual Private
Network (VPNSs) viathe use of virtual trunks. For additional information, refer to PART 5, MPLS,

r-VBR

Either rt-VBR or nrt-VVBR connections are supported. Separate queuing and traffic control features
enhance the performance of connections added as rt-VBR connections. For additional information,
refer to Chapter 8, ATM Connections.
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New with Release 9.2

Ports or Trunks Concurrently Configurable on BXM

With Release 9.2, individual ports can be enabled in either trunk (network) or line (service) mode
independent of how other ports on the card are enabled. So the ports on the same BXM card can be
active in either trunk or line mode. In previous releases, once a port was upped, all ports had to be
upped in the same mode.

Virtual Trunking on BXM

Virtual trunking is now available on the BXM. Virtual trunkstypically are used to connect private
virtual networks (PVNSs) across apublic ATM cloud, taking advantage of the full mesh capabilities
of the public network. The virtual trunks can be used for standard ATM Forum traffic or for MPLS
traffic.

The BXM card can support up to 31 virtua trunks. The 31 virtual trunks can be configured al on
one physical port or distributed across the physical ports on the BXM. Each virtual trunk is
associated with avirtual interface which in turn has 16 gbins availabl e to provide traffic engineering
V C differentiation. For additional information, refer to Chapter 7, BXM Virtual Trunks.

Virtual Private Networks

Virtual private networks using | P over the network allow such groups as companies, campuses, and
enterprises, to use the capabilities and flexibility of the internet for employee communication,
empl oyee telecommuting, remote site access, and branch office data exchange. The standard Web
applications available, make for easy and quick site access and utilization.

Cisco’s implementation of virtual privates networks using MPLS provides scalability through
integrated support of ATM switches within an IP core, supports advanced IP serviceson ATM
switches, and delivers traffic engineering and | P based VPN capabilities on both ATM switchesand
on standard layer 3 routers. For additional information, refer to Chapter 19, MPLS VPNSwith BPX
8650.

APS Redundancy on BXM Fiber Interfaces

Automatic protection switching (APS) providesredundancy for fiber optic lineinterface connections
on BXM cards with SMF and SMFLR OC-3 or OC-12 interfaces.

Sonet Automatic Protection Switching provides the ability to configure a pair of SONET lines for
line redundancy so that the hardware automatically switches from the active line to the standby line
when the active linefails.

Each redundant line pair consists of aworking line and a protection line. The hardware is set up to
switch automatically. Upon detection of asignal fail condition (e.g., LOS, LOF, Line AlS, or Bit
Error Rate exceeding aconfigured limit) or asignal degrade condition (BER exceeding aconfigured
limit) the hardware switches from aworking line to the protection line.

Thefollowing APS types of redundancy are supported, APS 1+1, APS 1:1, and APS 1+1 (Annex B).

To support line redundancy only, no additional hardware is required other than cabling. To support
card and line redundancy, APS 1+1 requiresanew paired backcard. When used with the current BPX
chassis, the APS card locations arerestricted to slots 2-5 and 10-13. With the new BPX chassis (post
Rel. 9.1) this card location restriction is removed. For additional information, refer to Chapter 9,
SONET APS.
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New with Release 9.2

LMI and ILMI Enhancements on BXM

LMI and ILMI functions for the BXM card are moved to the card from the BCC to localize these
functions. These functions support virtual UNIsand trunk ports- atotal of 256 sessions on different
interfaces (ports, trunks, virtual UNIs) per BXM.

Early Abit Notification with Configurable Timer on ILMI/LMI Interface

The time to reroute connections varies depending on different parameters, such as the number of
connections to reroute, reroute bundle size, etc. It isimportant to notify the CPE if aconnection is
derouted and fails to transport user data after a specified time interval. However, it isalso desirable
not to send out Abit = 0, then Abit =1 when a connection is derouted and rerouted quickly. Such
notifictions may prematurely trigger the CPE backup facilities causing instabilities in an otherwise
stable system.

The early Abit Notification with configurable timer feature provides away to send Abit = 0 status
changes over the LM interface or to send ILMI traps over the ILMI interface after connections are
derouted acertain amount of time. Thetime period is configurable. The configurabletimeallowsthe
user the flexibility to synchronize the operation of the primary network and backup utilities, such as
dialed backup over the ISDN or PSTN network. The feature can be turned on using the
cnfnodepar m command. For further information, refer to the Rel. 9.2.30 Cisco WAN Switching
Command Reference.

Cisco WAN Manager (CWM) and Cisco View Enhancements

The Cisco WAN Manager (formerly StrataView Plus) and Cisco View add additional topology and
management functions.

MGX 8220
Rel. 5.0 supported.
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Continuing Features with Current Release

Continuing Features with Current Release

Thefollowing isalist of previously provided featuresthat areincluded in this release along with the
new features previously listed:

Cisco WAN Manager Network Management

Network

BPX Switch

NMS enhancements including additional management and provisioning capabilitiesincluding
support of IGX switch tiered network voice and data applications

Support for 12 Cisco WAN Manager workstations
Multi-network Cisco WAN Manager capability

Support for IGX switch hubs and associated interface shelvesin tiered network

The number of nodes supported in a network isincreased to over 1100, of which 223 can be
routing nodes.

Inverse Multiplexing ATM (IMA)

Frame Relay to ATM Network Interworking (Supported by FRM on IGX switch, and FRSM on
MGX 8220

Frame Relay to ATM Service Interworking (Supported by FRSM on MGX 8220)
Tiered networks

VSVD standards based, closed-loop, rate-based congestion management for ABR
Automatic end-to-end routing of virtual connections (AutoRoute)

Closed-loop, rate-based congestion management (using Optimized Bandwidth Management
(ForeSight) for ABR)

Effective management of quality of service (Advanced CoS Management)

Per -V C queueing and per-V C scheduling (Advance Cos Management)

MPLS with the BXM
BME Multicasting for PVCs

Traffic shaping for BXM for UBR, VBR, and CBR per VVC scheduling policies. Prior to Rel. 9.1,
thiswas previously supported for ABR only.

Extended Services Processor (ESP) Release 2.2

— Support for SPVCs, including auto-grooming of SPVCs

— Dynamic resource partitioning for migration of PVCsto SPVCs

— Interworking with the LS1010 ATM switch to provide point-to-multipoint SV C connections.
Continued ESP features that were available in Release 2.0 including:

— ATM switched virtual circuits (ATM SVCs)

— Frame Relay switched virtual circuits (Frame Relay SV Cs)
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Continuing Features with Current Release

— ESPredundancy
— Call hilling and call detail records (for ATM, Frame Relay, and SV Cs only)

The BXM cards provide arange of trunk and service interfaces and support ATM Forum
Standards UNI 3.1 and ATM Traffic Management 4.0 including ABR connections with VSVD
congestion control. The BXM cards are implemented with Stratm technology which uses a
family of custom Application Specific Integrated Circuits (ASICs) to provide high-density,
high-speed operation. The three types of BXM cards are:

— TheBXM T3/E3 isavailable as an eight or twelve port card that provides T3/E3 interfaces
at 44.736 or 34.368 Mbps rates, respectively. The BXM-T3/E3 can be configured for either
trunk or access applications.

— TheBXM 155isavailable asafour or eight port card that provides OC-3/STM-1 interfaces
at 155.52 Mbps rates. The BXM-155 can be configured for either trunk or access
applications.

— TheBXM 622 isavailable as a one or two port card that provides OC-12/STM-4 interfaces
at 622.08 Mbps rates. The BXM-622 can be configured for either trunk or access
applications.

Enhanced network scaling:

— 50/64 trunks per BPX switch equipped with BCC-32 or BCC-64, respectively
— 72/144 lines per node equipped with BCC-32 or BCC-64, respectively

— 223 routing nodes (with BPX switch or IGX switch)

— trunk based loading

— BCC-3-64 supported on BPX switch

— BCC-3-32, 7000 virtual connections

— BCC-3-64, supports VSI, 12000 virtual connections

— BCC-4, supports VSI, and supports up to 19.2 Gbps peak switching with the BXM cards
supporting egress at up to 1600 Mbps and ingress at up to 800 Mbps.

— de-route delay timer
— connection routing groups by cell loading

ATM and Frame Relay SV Cs, and Soft Permanent Virtual Circuits (SPV Cs) with Extended
Services Processor

ESPis an adjunct processor that is co-located with a BPX switch shelf. The ESP provides the
signaling and Private Network to Network Interface (PNNI) routing for ATM and Frame Relay
SVCsviaBXM cardsin the BPX switch and AUSM and FRSM cards in the MGX 8220.

Cisco WAN Manager NM S enhancements including additional management and provisioning
capabilities.

Hot Standby Redundancy

MGX 8220 Release 4.1, which includes:

— BNM-155interface to BXM on BPX switch

— FRSM support for both SVC and PV C Frame Relay connections with ESP
— AUSM support for both SVC and PV C ATM connections with ESP

— FRSM-8with ELMI
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Continuing Features with Current Release

— IMATM-B
— AUSM-8
— CESM/4T1E1
— FRSM-HS1 (HSSI and X.21 interfaces)
— SRM 3T3
® Virtual Trunking on the BNI cards.
® |nverse Multiplexing ATM (IMA).
® Enhanced Ingress buffers for ASI-155 and BNI-155 to 8K cellsfor Release 8.1 and up.
® BPX switch OC-3 network and service interfaces on the BNI and ASI cards.
® High-speed switching capacity.
® Powerful crosspoint switching architecture.
® 53-byte cell-based ATM transmission protocol.
® Twelve 800 Mbps switch ports for network or access interfaces with BNI and ASI cards.
® Three DS3 or E3 ATM network interface ports per card (BNI).
® Totally redundant common control and switch fabric.
¢ Up to 20 million point-to-point cell connections per second between dots.
® Switchesindividual connections rather than merely serving as avirtual path switch.
® Easy integration into existing IGX switch networks.

® Internal diagnostics and self-test routines on all cards and backplane, status indication on each
card.

® Collection of many ATM and other network statistics and transfer of the data collected to Cisco
WAN Manager over high-speed Ethernet LAN interface.

® Integration with the Cisco WAN Manager Network Management System to provide
configuration, control, and maintenance.

® Conformation to recommendations from all current ATM standards bodies: ATM Forum, ITU,
ETSI, and ANSI.

® Compliant with all applicable safety, emissions, and interface regulations. M eets requirements of
NEBS for Central Office equipment.

MGX 8220
® With Release 9.1, MGX 8220, Rel. 4.1, supported (with Rel. 9.2, MGX 8220 Rel. 5.0 is
supported)
® Inverse Multiplexing ATM (IMA) support for the BPX switch with Rel. 3 MGX 8220
® CESTVE1l
® MGX 8220 TI/E1 Frame Relay and TI/E1 ATM service interfaces

® FUNI (Frame Based UNI over ATM)
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IGX Switch

®* WithRel. 9.1, UXM added native ATM trunks and ports (UNI)

® ThelGX switchis configurable as atiered network routing hub supporting voice and data over
IGX switch interface shelves.

BPX Switch Operation

BPX Switch Operation

With the BCC-4, the BPX switch employs an up to 19.2 Gbps peak non-blocking crosspoint switch
matrix for cell switching. The switch matrix can establish up to 20 million point-to-point
connections per second between ports. A single BPX switch provides twelve card slots, with each
card capable of operating at 800 Mbpsfor ASI and BNI cards. The BXM cards support egress at up
to 1600 Mbps and ingress at up to 800 Mbps. The enhanced egress rate enhance operations such as
multicast. Accessto and from the crosspoint switch matrix on the BCC isthrough multi-port network
and user access cards. It is designed to easily meet current requirements with scalability to higher
capacity for future growth.

A BPX switch shelf is a self-contained chassis which may be rack-mounted in a standard 19-inch
rack or open enclosure. All control functions, switching matrix, backplane connections, and power
supplies are redundant, and non-disruptive diagnostics continuously monitor system operation to
detect any system or transmission failure. Hot-standby hardware and alternate routing capability
combine to provide maximum system availability.

The BPX Switch with MGX 8220 Shelves

Many network locations have increasing bandwidth requirements due to emerging applications. To
meet these requirements, users can overlay their existing narrowband networks with a backbone of
BPX switchesto utilize the high-speed connectivity of the BPX switch operating at up to 19.2 Gbps
with its T3/E3/OC-3/0C-12 network and service interfaces. The BPX switch service interfaces
include BXM and ASI ports on the BPX switch and service portson MGX 8220 shelves. The MGX
8220 shelves may be co-located in the same cabinet as the BPX switch, providing economical port
concentration for TI/E1 Frame Relay, TL/EL ATM, CES, and FUNI connections.

Multiprotocol Label Switching

For multiservice networks, the BPX 8650 switch provides ATM, Frame Relay, and IP Internet
service all on asingle platformin ahighly scalable way. Support of all these services on acommon
platform provides operational cost savings and simplifies provisioning for multi-service providers.

By integrating the switching and routing functions, M PL S combinesthe reachability, scalability, and
flexibility provided by the router function with the traffic engineering optimizing capabilities of the
switch. The BPX 8650 MPLS switch combines a BPX switch with a separate MPL S controller
(Cisco Series 7200 or 7500 router).
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The BPX Switch with Extended Services Processor

With a co-located ESP, the BPX Switch adds the capability to support ATM and Frame Relay
switched virtual circuits (SVCs), and al so soft permanent virtual circuits (SPVCs). Refer to the Cisco
WAN Service Node Extended Services Processor Installation and Operation document for detailed
information abut the ESP.

Virtual Private Networks

The following paragrap;hs provide a brief description of VPNs. For additional information, refer to
Chapter 19, MPLSVPNSwith BPX 8650.

Conventional Virtual Private Networks

Conventional Virtual Private Networks using dedicated lease lines or Frame Relay PVCsand a
meshed network (Figure 1-2), while providing many advantages, have typically been limited in
efficiency and flexibility.

IP Virtual Private Networks

Instead of using dedicated |eased lines or Frame Relay PV Cs, etc., for avirtual private network
(VPN), an IPvirtual private network uses the open connectionless architecture of the Internet for
transporting data as shown in Figure 1-2.

An IPvirtual private network offers the following benefits:
® Scalability

— Avoids VC mesh configuration

— Easy to add anew site since I P is connectionless

— Service provider handles router service management
® Efficient

— Rapid provisioning for networks

— Supports any to any intranets
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Figure 1-2 IP VPN Service Example
VPNA  vPND VPNA  VvPND
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VPN B VPN C VPN B VPN C
VPN A VPN A adding
new site
VPN A VPN A
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VPN B VPN B
VPN D VPN D VPN D VPN D .
Conventional VPNs, Leased Lines, etc. |P Based VPNs &
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MPLS Virtual Private Networks

MPLS virtua private networks combine the advantages of 1P flexibility and connectionless
operation with the QoS and performance features of ATM (Figure 1-3).

The MPLS VPNs provide the same benefits asa plain IP Virtual Network plus:
® Scaling and Configuration
— Existing BGP techniques can be used to scale route distribution
— Each edge router needs only the information for VPNs that it supports
— No VPN knowledge in core, no need for separate VC mesh per VPN
® Highly Scalable
® Easy to add new sites
— Configure one site on one edge router or switch and network automatically does the rest.
® Traffic Separationin MPLS

— Each packet has alabel identifying the destination VPN and customer site, providing same
level of privacy as Frame Relay.

® Flexible Service Grouping

— Over asingle structure can support multiple services, e.g., voice vpns, extranets, intranets,
internet, multiple VPNSs.

Figure 1-3 MPLS VPNs Example

VPNA  vPND

MPLS VPN Services
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network with Frame Relay,
ATM, xDSL, etc.

Customer sites have ordinary
IP equipment, don't need MPLS

VﬁA/ or special VPN equipment.
VPN A

Provides advantages of IP connectionless
flexibility combined with QoS and
performance advantages of ATM.

VPN B

VPN D VPN D

IP Based VPNs

1-12 Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04

24915



BPX Switch Operation

Frame Relay to ATM Interworking

Interworking allows usersto retain their existing services, and as their needs expand, migrate to the
hi gher bandwidth capabilities provided by BPX switch networks. Frame Relay to ATM Interworking
enables Frame Relay traffic to be connected across high-speed ATM trunks using ATM standard
Network and Service Interworking. For additional information, refer to Chapter 13, Frame Relay to
ATM Network and Service I nterworking.

Two types of Frame Relay to ATM interworking are supported, Network Interworking

(see Figure 1-4) and Service Interworking (see Figure 1-5). The Network Interworking function is
performed by the BTM card on the IGX switch, and the FRSM card on the MGX 8220. The FRSM
card on the MGX 8220 and the UFM cards on the IGX switch also support Service Interworking.

The Frame Relay to ATM network and service interworking functions are available as described in
the following paragraphs:

Network Interworking

Part A of Figure 1-4 shows typical Frame Relay to network interworking. In this example, a Frame
Relay connectionistransported acrossan ATM network, and theinterworking function is performed
by both ends of the ATM network. The following are typical configurations:

® |GX switch Frame Relay (shelf/feeder) to IGX switch Frame Relay (either routing node or
shelf/feeder).

® MGX 8220 Frame Relay to MGX 8220 Frame Relay.
® MGX 8220 Frame Relay to IGX switch Frame Relay (either routing node or shelf/feeder).

Part B of Figure 1-4 shows aform of network interworking where the interworking function is
performed by only one end of the ATM network, and the CPE connected to the other end of the
network must itself perform the appropriate service specific convergence sublayer function. The
following are example configurations:

® |GX switch Frame Relay (either routing node or shelf/feeder) to BPX switchor MGX 8220 ATM
port.

® MGX 8220 Frame Relay to BPX switch or MGX 8220 ATM port.

Network Interworking is supported by the FRM, UFM-C, and UFM-U on the IGX switch, and the
FRSM on the MGX 8220. The Frame Relay Service Specific Convergence Sublayer (FR-SSCS) of
AALS5 isused to provide protocol conversion and mapping.

Introduction 1-13



BPX Switch Operation

Figure 1-4 Frame Relay to ATM Network Interworking
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Service Interworking

Figure 1-5 shows atypical example of Service Interworking. Service Interworking is supported by
the FRSM on the MGX 8220 and the UFM-C and UFM-U on the IGX switch. Translation between
the Frame Relay and ATM protocolsis performed in accordance with RFC 1490 and RFC 1483.

In Service Interworking, for example, for a connection between an ATM port and a Frame Relay
port, unlike Network Interworking, the ATM device does not need to be aware that it is connected to
an interworking function.

The Frame Relay service user does not implement any ATM specific procedures, and the ATM
service user does not need to provide any Frame Relay specific functions. All translational (mapping
functions) are performed by the intermediate interworking function.

Thefollowing isatypical configuration for service interworking:
® MGX 8220 Frame Relay (FRSM card) to BPX switch or MGX 8220 ATM port.
® |GX switch Frame Relay (FRM-U or FRM-C) to BPX switch or MGX 8220 ATM port.
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Figure 1-5 Frame Relay to ATM Service Interworking
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Additional Information
For additional information about interworking, refer to Chapter 13, Frame Relay to ATM Network
and Service Interworking.

Tiered Networks

Networks may be configured asflat (all nodes perform routing and communicate fully with one
another), or they may be configured astiered. In atiered network, interface shelves are connected to
routing hubs, where the interface shelves are configured as non-routing nodes. For additional
information, refer to Chapter 14, Tiered Networks.

By allowing CPE connections to connect to anon-routing node (interface shelf), atiered network is
ableto grow in size beyond that which would be possible with only routing nodes comprising the
network.

Starting with Release 8.5, in addition to BPX switch routing hubs, tiered networks now support |GX
switch routing hubs. Voice and data connections originating and terminating on |GX switchinterface
shelves (feeders) are routed across the routing network viatheir associated IGX switch routing hubs.
Intermedi ate routing nodes must be IGX switches, and IGX switch interface shelves are the only
interface shelves that can be connected to an IGX switch routing hub. With this addition, atiered
network provides a multi-service capability (Frame Relay, circuit data, voice, and ATM).

Routing Hubs and Interface Shelves
In atiered network, interface shelves at the access layer (edge) of the network are connected to
routing nodes viafeeder trunks (Figure 1-6). Those routing nodeswith attached interface shelves are
referred to as routing hubs. The interface shelves, sometimes referred to as feeders, are non-routing
nodes. The routing hubs route the interface shelf connections across the core layer of the network.

Theinterface shelves do not need to maintain network topology nor connection routing information.
Thistask isleft to their routing hubs. This architecture provides an expanded network consisting of
anumber of non-routing nodes (interface shelves) at the edge of the network that are connected to
the network by their routing hubs.

For detailed information about tiered networks, refer to Chapter 14, “ Tiered Networks”.
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BPX Switch Routing Hubs

T1/E1 Frame Relay connectionsoriginating at |GX switch interface shelvesand T1/E1 Frame Relay,
TLEL1 ATM, CES, and FUNI connections originating at MGX 8220 interface shelves are routed
across the routing network viatheir associated BPX switch routing hubs.

Thefollowing requirements apply to BPX switch routing hubs and their associated interface shelves:

Only one feeder trunk is supported between a routing hub and interface shelf.
No direct trunking between interface shelves is supported.
No routing trunk is supported between the routing network and interface shelves.

The feeder trunks between BPX switch hubs and IGX switch interface shelves are either T3 or
E3.

The feeder trunks between BPX switch hubs and MGX 8220 interface shelves are T3, E3, or
OC-3-c/STM-1.

Frame Relay connection management to an |GX switchinterface shelf isprovided by Cisco WAN
Manager.

Frame Relay and ATM connection management to an MGX 8220 interface shelf is provided by
Cisco WAN Manager.

Telnet is supported to an interface shelf; the vt command is not.

Frame Relay connections originating at IGX switch interfaces shelves connected to IGX switch
routing hubs may also be routed across BPX switch intermediate nodes.

Remote printing by the interface shelf via a print command from the routing network is not
supported.
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Figure 1-6 Tiered Network with BPX Switch and IGX Switch Routing Hubs
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Inverse Multiplexing ATM

Where greater bandwidths are not needed, the Inverse Multiplexing ATM (IMA) feature provides a
low cost trunk between two BPX switches. The IMA feature allows BPX switches to be connected
to one another over any of the 8 T1 or E1 trunks provided by an AIMNM module on an MGX 8220
shelf. A BNI or BXM port on each BPX switch is directly connected to an AIMNM module in an
MGX 8220 by a T3 or E3 trunk. The AIMNM modules are then linked together by any of the 8 T1
or E1 trunks. Refer to the Cisco MGX 8220 Reference and the Cisco WAN Switching Command
Reference publications for further information.
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Virtual Trunking

Virtual trunking provides the ability to define multiple trunks within a single physical trunk port
interface. Virtual trunking benefits include the following:

® Reduced cost by configuring the virtual trunks supplied by the public carrier for as much
bandwidth as needed instead of at full T3, E3, or OC-3 bandwidths.

® Utilization of the full mesh capability of the public carrier to reduce the number of leased lines
needed between nodes in the Cisco WAN switching networks.

® Choice of keeping existing leased lines between nodes, but using virtual trunks for backup.

® Ability to connect BNI or BXM trunk interfaces to a public network using standard ATM UNI
cell format.

® Virtual trunking can be provisioned via either a Public ATM Cloud or a Cisco WAN switching
ATM cloud.

A virtual trunk may be defined asa*“trunk over apublic ATM service”. Thetrunk really doesn’t exist
asaphysical linein the network. Rather, an additional level of reference, called avirtual trunk
number, is used to differentiate the virtual trunks found within a physical trunk port. Figure 1-7
showsfour Cisco WAN switching networks, each connected to aPublic ATM Network viaaphysical
line. The Public ATM Network isshown linking all four of these subnetworksto every other onewith
afull meshed network of virtual trunks. In this example, each physical lineis configured with three
virtual trunks.

Figure 1-7 Virtual Trunking Example
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Traffic and Congestion Management

The BPX switch provides ATM standard traffic and congestion management per ATM Forum TM
4.0 using BXM cards.

The Traffic Control functions include:

® Usage Parameter Control (UPC)

® Traffic Shaping

® Connection Management Control

® Sdlective Cell Discarding

® Explicit Forward Congestion Indication (EFCI)

In addition to these standard functions, the BPX switch provides advanced traffic and congestion
management features including:

® Support for the full range of ATM service types per ATM Forum TM 4.0 by the BXM-T3/E3,
BXM-155, and BXM-622 cards on the BPX Service Node.

® Advanced CoS Management (formerly Fairshare and Opticlass features) Class of Service
management delivers the required QoS to all applications.

— TheBPX provides per virtual circuit (V C) queuing and per-V C-scheduling provided by rate
controlled servers and multiple class-of-service queuing at network ingress.

— On egress, up to 16 queues with independent service algorithms for each trunk in the
network.

® Automatic Routing Management (formerly AutoRoute feature), end-to-end connection
management that automatically selects the optimum connection path based upon the state of the
network and assures fast automatic alternate routing in the event of intermediate trunk or node
failures.

— Cost-Based Routing Management

® ABR Standard with VSV D congestion control using RM cells and supported by BXM cardson
the BPX Switch.

® Optimized Bandwidth Management (formerly ForeSight) congestion control, an end-to-end
closed loop rate based congestion control algorithm that dynamically adjusts the service rate of
V C queues based on network congestion feedback.

® Dynamic Buffer Management

Cisco's Frame Relay and ATM service modules are equipped with large buffers and a dynamic
buffer management technique for allocating and scaling the buffers on a per VC basisto traffic
entering or leaving a node. The switch dynamically assigns buffersto individual virtual circuits
based on the amount of traffic present and service level agreements. The large queues readily
accommodate large bursts of traffic into the node.

® PNNI, a standards-based routing protocol for ATM and Frame Relay SVCs.
® Early and partial packet discard for AALS connections.
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Advanced CoS Management

Advanced CoS management provides per-V C queueing and per-V C scheduling. CoS management
providesfairness between connections and firewall s between connections. Firewalls prevent asingle
non-compliant connection from affecting the QoS of compliant connections. The non-compliant
connection simply overflows its own buffer.

The cells received by aport are not automatically transmitted by that port out to the network trunks
at the port accessrate. Each VC is assigned its own ingress queue that buffers the connection at the
entry to the network. With ABR with VSV D or with Optimized Bandwidth Management
(ForeSight), the service rate can be adjusted up and down depending on network congestion.

Network queues buffer the data at the trunk interfaces throughout the network according to the
connection’s class of service. Service classes are defined by standards-based QoS. Classes can
consist of the five service classes defined in the ATM standards as well as multiple sub-classes to
each of these classes. Classes can range from constant bit rate services with minimal cell delay
variation to variable bit rates with less stringent cell delay.

When cells are received from the network for transmission out a port, egress queues at that port
provide additional buffering based on the service class of the connection.

CoS Management provides an effective means of managing the quality of service defined for various
typesof traffic. It permits network operatorsto segregate traffic to provide more control over theway
that network capacity is divided among users. Thisis especially important when there are multiple
user services on one network. The BPX switch provides separate queues for each traffic class.

Rather than limiting the user to the five broad classes of service defined by the ATM standards
committees, CoS management can provide up to 16 classes of service (service subclasses) that can
be further defined by the user and assigned to connections. Some of the COS parameters that may
be assigned include:

®  Minimum bandwidth guarantee per subclass to assure that one type of traffic will not be
preempted by another.

® Maximum bandwidth ceiling to limit the percentage of the total network bandwidth that any one
class can utilize.

® Queue depthsto limit the delay.
® Discard threshold per subclass.

These class of service parameters are based on the standards-based Quality of Service parameters
and are software programmabl e by the user.

Automatic Routing Management

With Automatic Routing Management (formerly referred to as AutoRoute), connections in Cisco
WAN switching networks are added if there is sufficient bandwidth across the network and are
automatically routed when they are added. The user only needs to enter the endpoints of the
connection at one end of the connection and the IGX switch, and BPX switch software automatically
set up aroute based on a sophisticated routing algorithm. This feature is called Automatic Routing
Management. It is a standard feature on the IGX switch, BPX switch, and MGX 8220.

System software automatically sets up the most direct route after considering the network topology
and status, the amount of spare bandwidth on each trunk, as well as any routing restrictions entered
by the user (e.g. avoid satellite links). This avoids having to manually enter arouting table at each
node in the network. Automatic Routing Management simplifies adding connections, speeds
rerouting around network failures, and provides higher connection reliability.
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Cost-Based Routing Management
Cost-based route selection can be selectively enabled by the user as the route selection per node.
With this feature a trunk cost is assigned to each trunk (physical and virtual) in the network. The
routing algorithm then chooses the lowest cost route to the destination node. The lowest cost routes
are stored in a cache to reduce the computation time for on-demand routing.

Cost-based routing can be enabled or disabled at anytime, and there can be a mixture of cost-based
and hop-based nodes in a network.

The section, Cost-Based Connection Routing, contains more detailed information about cost-based
AutoRoute.

ABR Standard with VSVD Congestion Control

The BPX/IGX switch networks provide a choice of two dynamic rate based congestion control
methods, ABR with VSVD and Optimized Bandwidth Management (ForeSight). This section
describes Standard ABR with VSVD.

Note ABRwith VSVD isan optional feature that must be purchased and enabled on asingle node
for the entire network.

When an ATM connection is configured between BXM cards for Standard ABR with VSVD per
ATM Forum TM 4.0, Resource Management (RM) cells are used to carry congestion control
feedback information back to the connection’s source from the connection’s destination.

The ABR sources periodically interleave RM cells into the data they are transmitting. These RM
cells are called forward RM cells because they travel in the same direction as the data. At the
destination these cells are turned around and sent back to the source as backward RM cells.

The RM cells contain fields to increase or decrease the rate (the Cl and NI fields) or set it at a
particular value (the explicit rate ER field). Theintervening switches may adjust these fields
according to network conditions. When the source receives an RM cell, it must adjust itsrate in
response to the setting of these fields.

When spare capacity exists with the network, ABR with VSV D permits the extra bandwidth to be
allocated to active virtua circuits.

Optimized Bandwidth Management (ForeSight) Congestion Control

The BPX/IGX switch networks provide a choice of two dynamic rate based congestion control
methods, ABR with VSVD and Optimized Bandwidth Management (ForeSight). This section
describes Optimized Bandwidth Management (ForeSight).

Note Optimized Bandwidth Management (ForeSight) isan optional feature that must be purchased
and enabled on a single node for the entire network.

Optimized Bandwidth Management (ForeSight) may be used for congestion control across
BPX/IGX switchesfor connectionsthat have one or both end points terminating on other than BXM
cards, for example ASI cards. The Optimized Bandwidth Management (ForeSight) feature isa
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PNNI

dynamic closed-loop, rate-based, congestion management feature that yields bandwidth savings
compared to non-Optimized Bandwidth Management (ForeSight) equipped trunks when
transmitting bursty data across cell-based networks.

Optimized Bandwidth Management (ForeSight) permits users to burst above their committed
information rate for extended periods of time when there is unused network bandwidth available.
This enables users to maximize the use of network bandwidth while offering superior congestion
avoidance by actively monitoring the state of shared trunks carrying Frame Relay traffic within the
network.

Optimized Bandwidth Management (ForeSight) monitors each path in the forward direction to
detect any point where congestion may occur and returns the information back to the entry to the
network. When spare capacity exists with the network, Optimized Bandwidth Management
(ForeSight) permitsthe extrabandwidth to be all ocated to active virtual circuits. Each PV Cistreated
fairly by allocating the extra bandwidth based on each PV C's committed bandwidth parameter.

If the network reaches full utilization, Optimized Bandwidth Management (ForeSight) detectsthis
and quickly actsto reduce the extra bandwidth allocated to the active PV Cs. Optimized Bandwidth
Management (ForeSight) reacts quickly to network loading in order to prevent dropped packets.
Periodically, each node automatically measures the delay experienced along a Frame Relay PVC.
This delay factor is used in calculating the Optimized Bandwidth Management (ForeSight)
algorithm.

With basic Frame Relay service, only asingle rate parameter can be specified for each PV C. With

Optimized Bandwidth Management (ForeSight), the virtual circuit rate can be specified based on a
minimum, maximum, and initial transmission rate for more flexibility in defining the Frame Relay
circuits.

Optimized Bandwidth Management (ForeSight) provides effective congestion management for

PV C'straversing broadband ATM aswell. Optimized Bandwidth Management (ForeSight) operates
at the cell-relay level that lies below the Frame Relay services provided by the IGX switch. With the
queue sizes utilized in the BPX switch, the bandwidth savingsis approximately the same as
experienced with lower speed trunks. When the cost of these linesis considered, the savings offered
by Optimized Bandwidth Management (ForeSight) can be significant.

The Private Network to Network Interface (PNNI) protocol provides a standards-based dynamic
routing protocol for ATM and Frame Relay SV Cs. PNNI is an ATM-Forum-defined interface and
routing protocol which is responsive to changes in network resources, availability, and will scaleto
large networks. PNNI is available on the BPX switch when an ESP or SES PNNI isinstalled. For
further information about PNNI and the ESP, refer to the Cisco WAN Service Node Series Extended
Services Processor Installation and Operation publication.

Network Management

BPX switches provide one high-speed and two low-speed datainterfaces for data collection and
network management. The high-speed interface is an Ethernet 802.3 LAN interface port for
communicating with a Cisco WAN Manager NM S workstation. TCP/IP provides the transport and
network layer, Logical Link Control 1 isthe protocol across the Ethernet port.

The low-speed interfaces are two RS-232 ports, one for a network printer and the second for either
amodem connection or a connection to an external control terminal. These low-speed interfacesare
the same as provided by the IGX switch.
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A Cisco WAN Manager NM S workstation connects via the Ethernet to the LAN port on the BPX
and provides network management via SNMP. Statisticsare collected by Cisco WAN Manager using
the TFTP protocol. On IGX switch shelves, Frame Relay connections are managed viathe Cisco
WAN Manager Connection Manager. On MGX 8220 shelves, the Cisco WAN Manager Connection
Manager manages Frame Relay and ATM connections, and the Connection Manager is used for
MGX 8220 shelf configuration.

Each BPX switch can be configured to use optional low-speed modems for inward access by the
Cisco Technical Response Team for network troubleshooting assistance or to autodial Customer
Serviceto report alarms remotely. If desired, another option is remote monitoring or control of
customer premise equipment through a window on the Cisco WAN Manager workstation.

Network Interfaces

Network interfaces connect the BPX switch to other BPX or IGX switches to form awide-area
network.

The BPX switch provides T3, E3, OC-3/STM-1, and OC-12/STM-4 trunk interfaces. The T3
physical interface utilizes DS3 C-bit parity and the 53-byte ATM physical layer cell relay
transmission using the Physical Layer Convergence Protocol. The E3 physical interface uses G.804
for cell delineation and HDB3 line coding. The BNI-155 card supports single-mode fiber (SMF),
single-mode fiber long reach (SMF-LR), and multi-mode fiber (MMF) physical interfaces. The
BXM-155 cards support SMF, SMFLR, and MMF physical interfaces. The BXM-622 cards support
SMF and SMFLR physical interfaces.

The design of the BPX switch permitsit to support network interfaces up to 622 Mbpsin the current
release while providing the architecture to support higher broadband network interfaces as the need
arises.

Optional redundancy is on a one-to-one basis. The physical interface can operate either in anormal
or looped clock mode. And as an option, the node synchronization can be obtained from the DS3
extracted clock for any selected network trunk.

Service Interfaces

Serviceinterfaces connect ATM customer equipment to the BPX switch. ATM User-to-Network
Interfaces (UNI) and ATM Network-to-Network Interfaces (NNI) terminate on the ATM Service
Interface (ASl) cards and on BXM T3/E3, OC-3, and OC-12 cards configured for as service
interfaces (UNI access mode). The ASI-1 card providestwo T3 or E3 ports. The ASI-155 card
OC-3/STM-1 trunk interfaces are single-mode fiber (SMF), single-mode fiber long reach
(SMF-LR), and multi-mode fiber (MMF) physical interfaces. The BXM T3/E3 card supports the
standard T3/E3 interfaces. The BXM-155 cards support SMF, SMFLR, and MMF physical
interfaces. The BXM-622 cards support SMF and SMFLR physical interfaces. The ASI and BXM
cards support cell relay connections that are compliant with both the physical layer and ATM layer
standards.

The MGX 8220 interfacesto aBNI or BXM card on the BPX, viaa T3, E3, or OC-3 interface. The
MGX 8220 provides a concentrator for T1 or E1 Frame Relay and ATM connections to the BPX
switch with the ability to apply Optimized Bandwidth Management (ForeSight) across aconnection
from end-to-end. The MGX 8220 also supports CES and FUNI (Frame Based UNI over ATM)
connections.
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Statistical Alarms and Network Statistics

The BPX Switch system manager can configure alarm thresholds for all statistical type error
conditions. Thresholds are configurable for conditions such as frame errors, out of frame, bipolar
errors, dropped cells, and cell header errors. When an alarm threshold is exceeded, the NM S screen
displays an alarm message.

Graphical displays of collected statistics information, a feature of the Cisco WAN Manager NMS,
areauseful tool for monitoring network usage. Statistics collected on network operationfall into two
general categories:

® Node statistics

® Network trunk statistics

® Network Service, line statistics
® Network Service, port statistics

These statistics are collected in real -time throughout the network and forwarded to the WAN
Manager workstation for logging and display. The link from the node to the Cisco WAN Manager
workstation uses a protocol to acknowledge receipt of each statistics data packet. Refer to the Cisco
WAN Manager Operations publication, for more details on statistics and statistical alarms.

Node Synchronization

A BPX Service switch network provides network-wide, intelligent clock synchronization. It uses a
fault-tolerant network synchronization architecture recommended for Integrated Services Digital
Network (ISDN). The BPX switch internal clock operates as a Stratum 3 clock per ANSI T1.101.

Since the BPX switch is designed to be part of alarger communications network, it is capable of
synchronizing to higher-level network clocks as well as providing synchronization to lower-level
devices. Any network access input can be configured to synchronize the node. Any external T1 or
E1 input can also be configured to synchronize network timing. A clock output allows synchronizing
an adjacent IGX switch or other network device to the BPX switch and the network. In nodes
equipped with optional redundancy, the standby hardware islocked to the active hardware to
minimize system disruption during system switchovers.

The BPX Service Node can be configured to select clock from the following sources:
® Externa (TVEL)
® Line(DS3/E3)

® |nternd

Switch Software Description

The Cisco WAN switching cell relay system software shares most core system software, as well as
alibrary of applications, between platforms. System software provides basic management and
control capabilities to each node.

IGX, and BPX node system software manages its own configuration, fault-isolation, failure
recovery, and other resources. Since no remote resources are involved, this ensuresrapid responseto
local problems. This distributed network control, rather than centralized control, providesincreased
reliability.
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Software among multiple nodes cooperates to perform network-wide functions such as trunk and
connection management. This multi-processor approach ensures rapid response with no single point
of failure. System software applications provide advanced features that may be installed and
configured as required by the user.

Some of the many software features are:
® Automatic routing of connections (Automatic Routing Management feature).

® Various classes of service that may be assigned to each connection type (Advanced CoS
Management).

® Bandwidth reservation on atime-of-day basis.

® Detection and control of network congestion with ABR with VSV D or Optimized Bandwidth
Management (ForeSight) algorithms.

® Automatic self-testing of each component of the node.

® Automatic collecting and reporting of many network-wide statistics, such as trunk loading,
connection usage, and trunk error rates, as specified by the user.

The system software, configuration database, and the firmware that controls the operation of each
card typeisresident in programmable memory and can be stored off-linein the Cisco WAN Manager
NMS for immediate backup if necessary. This software and firmware is easily updated remotely
from acentral site or from Customer Service, which reduces the likelihood of early obsolescence.

Connections and Connection Routing
The routing software supports the establishment, removal and rerouting of end-to-end channel
connections. There are three modes:
® Automatic Routing—the system software computes the best route for a connection.
® Manual Routing—the user can specify the route for a connection.

® Alternate Routing—the system software automatically reroutes a failed connection.

The system software uses the following criteriawhen it establishes an automatic route for a
connection:

® Selects the most direct route between two nodes.
® Selects unloaded lines that can handle the increased traffic of additional connections.

® Takesinto consideration user-configured connection restrictions (for example whether or not the
connection is restricted to terrestrial lines or can include satellite hops or routes configured for
route diversity).

When a node reroutes a connection, it uses these criteria and also looks at the priority that has been
assigned and any user-configured routing restrictions. The node analyzes trunk loading to determine
the number of cells or packets the network can successfully deliver. Within these loading limits, the
node can cal cul ate the maximum combination allowed on a network trunk of each type of
connection: synchronous data, ATM traffic, Frame Relay data, multimedia data, voice, and
compressed voice.

Network-wide T3, E3, OC-3, or OC-12 connections are supported between BPX switches
terminating ATM user deviceson the BPX switch UNI ports. These connections are routed using the
virtual path and/or virtual circuit addressing fields in the ATM cell header.
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Narrowband connections can be routed over high-speed ATM backbone networks built on BPX
broadband switches. FastPacket addresses are trandated into ATM cell addresses that are then used
to route the connections between BPX switches, and to ATM networks with mixed vendor ATM
switches. Routing algorithms select broadband links only, avoiding narrowband nodes that could
create a choke point.

Connection Routing Groups

The re-routing mechanism is enhanced so that connections are presorted in order of cell loading
when they are added. Rerouting takes place by rerouting the group containing the connections with
the largest cell loadings first on down to the last group which contains the connections with the
smallest cell loadings. These groups are referred to as routing groups. Each routing group contains
connections with loading in a particular range.

There are three configurable parameters for configuring the rerouting groups,
— total number of rerouting groups
— dstarting load size of first group
— load size range of each group
The three routing group parameters are configured with the cnfcmparm command.

For exampl e, there might be 10 groups, with the starting |oad size of thefirst group at 50, and the
incremental load size of each succeeding group being 10 cells. Then group O would contain all
connections requiring 0-59 cell load units, group 1 would contain all connections requiring from
60-69 cell load units, on up through group 9 which would contain all connections requiring 140
or more cell load units.

Table 1-1 Routing Group Configuration Example

Routing Connection
group cell loading

0 0-59
6069
70-79
8089
90-99
101-109
110119
120-129
130-139
140 and up

Ol N[O~ W|[N|F

Cost-Based Connection Routing

In standard AutoRoute, the path with the fewest number of hopsto the destination node is chosen as
the best route. Cost-based route sel ection uses an administrative trunk cost routing metric. The path
with the lowest total trunk cost is chosen as the best route. Cost-based route selection is based on

Dijkstra’s Shortest Path Algorithm, which iswidely used in network routing environments. You can
use cost-based route selection (that is, cost-based AutoRoute) to give preference to slower privately
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owned trunks over faster public trunks which charge based on usage time. This gives network
operators more control over the usability of their network trunks, while providing a more standard
algorithm for route selection.

Major Features of Cost-Based AutoRoute

The following list gives a short description of the major functional elements of Cost-Based Route
Selection.

® Enabling Cost-Based Route Selection.
Cost-based route selection is selectively enabled by the user as the route selection algorithm per
node. The feature is not a chargeable feature and does not require special password access. The
default algorithm is the hop-based algorithm. cost-based route selection can be enabled or
disabled at any time.

® Configuring Trunk Cost
A trunk cost is assigned by the user to each trunk (physical and virtual) in the network. One cost
isassigned per trunk - no separate costs are used for different connection or service types. The
valid range of trunk costsis 1 (lowest cost) to 50 (highest cost). A trunk has a default cost of 10
upon activation. The cost of atrunk can be changed before or after the trunk has been added to
the network topology.

The cost can also be changed after connections have been routed over the trunk. Such a change
does not initiate automatic connection rerouting, nor does it cause any outage to the routed
connections. If the new trunk cost causes the allowable route cost for any connections to be
exceeded, the connections must be manually rerouted to avoid the trunk. This avoidslarge-scale
simultaneous network-wide rerouting and gives the user control over the connection reroute
outage.

® Cachevs. On-Demand Routing
In previous rel eases, Hop-Based Route Selection always requires on-demand routing.
On-demand routing initiates an end-to-end route search for every connection. Due to the
computation time required for Dijkstra's algorithm in cost-based route selection, aroute cacheis
used to reduce the need for on-demand routing.

This cache contains lowest cost routes as they are selected. Subsequent routing cycles use these
existing routes if the routing criteria are met. Otherwise on-demand routing isinitiated. This
caching greatly benefits environments where routing criteriais very similar among connections.

Enabling cost-based route selection automatically enables cache usage. Enabling Hop-Based
Route Selection automatically disables cache usage. Cache usage can also be independently
enabled or disabled for both types of route selection.

® On-Demand Lowest Cost Route Determination
On-demand routing choosesthe current lowest cost route to the destination node. Thislowest cost
route is bounded by the maximum route length of 10 hops. If more than one route of similar cost
and distance is available, the route with most available resources is chosen. No route grooming
occurs after theinitial routing. A connection does not automatically reroute if its route cost
changes over time. A connection also does not automatically reroute if alower cost route
becomes available after theinitial routing. However, aforced reroute or a preferred route can be
used to move the connection to alower cost route.

® Delay Sensitive Routes
Delay sensitive |GX connection types (Voice and Non-Timestamped Data) may be configured to
use the worst case queueing delay per trunk, rather than the configured trunk cost, in the
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|lowest-cost route determination. The trunk delay acts as the cost attribute in the Dijkstra
algorithm. The default mode for the delay sensitive connectionsisto use thetrunk cost. All other
connection types aways use the trunk cost in the route determination.

AutoRoute currently does not use the worst case end-to-end queueing delay in route selection for
delay sensitive BPX connection types (ATM CBR). Cost-based route selection does not change
this.

® Cost Cap
A maximum allowable cost value (cost cap) is used during route determination to prevent
selection of aroute which exceeds an acceptable cost. For routing based on delay, the cost cap is
the acceptable end-to-end del ay for the connection type. This cap is configured network-wide per
delay sensitive connection type.

For routing based on trunk cost, the cost cap is the acceptable end-to-end cost. Thiscap is
configured per connection. The default cost cap is 100, which is derived from the maximum hops
per route (10) and default cost per trunk (10). The cost cap can be changed at any time. If the cost
cap is decreased below the current route cost, the connection is not automatically rerouted. A
manual reroute is required to route the connection to fit under the new cost cap. This givesthe
user more control over the connection reroute outage.

® Software Upgrades
A software upgrade to Release 9.0 set AutoRoute to use Hop-Based Route Selection. The cost of
al trunksis set to the default cost (10). The cost cap of all connectionsis set to the maximum
alowable cost (100). All other new cost-based routing parameters are set to regular default
values.

® AutoRoute Interoperability
Because AutoRoute is source-based, nodes can interoperate using different route selection
algorithms. The originating node computesthe full end-to-end route based on its own knowledge
of the network topology. The route is then passed to the subsequent nodes on the route. This
source routing allows a mix of Cost-Based and Hop-Based Route Selection to run in a network.

Cost-Based AutoRoute Commands

Thefollowing switched software Command Line Interface (CL1) commands are used for cost-based
route selection:

® cnfcmparm
Enables cost-based route selection. Thisis a super-user command used to configure all
AutoRoute parameters. By default cost-based route selection is disabled. Enabling or disabling
cost-based route selection can be done at any time. Each connection routing cycle useswhichever
algorithm isenabled when the cycle begins. The configuration is node-based, not network-based,
which allows each node to have its own route selection algorithm.

Enabling cost-based route selection automatically enables cache usage. Disabling cost-based
route sel ection automatically disables cache usage. Cache usage may also be independently
enabled or disabled.

® cnftrk
Configures the administrative cost for atrunk. Both physical and virtual trunks have the cost
attribute. Each trunk has a cost ranging from 1 (lowest) to 50 (highest). The default cost is 10
upon trunk activation.
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The cost can be configured from either end of the trunk. The cost can be changed before or after
the trunk has been added to the network. The cost can also be changed after connections have
been routed over the trunk. Any cost changeis updated network-wide. Every nodein the network
stores the cost of every trunk in the network. This knowledge is required for successful
source-based routing.

® cnfrtcost
New command which configuresthe cost cap for aconnection. Thiscommand isvalid only at the
node where the connection is added.

® cnfsysparm
Configures the delay cost cap for all delay sensitive connectionsin the network. This command
was not modified in Release 9.0.

® dspcon
Displays the maximum and current costs for a connection route

® dspload
Displays the administrative cost and queue delay for a network trunk

® dsprts
Displaysthe current costs for all connection routes

® dsptrkenf
Displays the configured cost of atrunk

The Cisco WAN Switching Command Reference contains detailed information about the use of BPX
switch commands.

Network Synchronization

Cisco WAN switching cell relay networks use a fault-tolerant network synchronization method of
the type recommended for Integrated Services Digital Network (ISDN). Any circuit line, trunk, or
an external clock input can be selected to provide a primary network clock. Any line can be
configured as a secondary clock source in the event that the primary clock source fails.

All nodes are equipped with a redundant, high-stability internal oscillator that meets Stratum 3
(BPX) or Stratum 4 requirements. Each node keeps a map of the network's clocking hierarchy. The
network clock source is automatically switched in the event of failure of aclock source.

Thereislesslikelihood of aloss of customer dataresulting from re-framesthat occur during a clock
switchover or other momentary disruption of network clocking with cell-based networks than there
iswith traditional TDM networks. Datais held in buffers and packets are not sent until a trunk has
regained frame synchronism to prevent loss of data.

Switch Availability

Hardware and software components are designed to provide a switch availability in excess of
99.99%. Network availability will be impacted by link failure, which has a higher probability of
occurrence, than equipment failure.

Because of this, Cisco WAN network switches are designed so that connections are automatically
rerouted around network trunk failures often before users detect a problem. System faults are
detected and corrective action taken often before they become service affecting. The following
paragraphs describe some of the features that contribute to network availahility.
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Node Redundancy

Node Alarms

System availability isaprimary requirement with the BPX switch. The designed availability factor
of aBPX switch is (99.99%) based on a hode equipped with optional redundancy and a network
designed with alternate routing available. The system software, as well as firmware for each
individual system module, incorporates various diagnostic and self-test routines to monitor the node
for proper operation and avail ability of backup hardware.

For protection against hardware failure, a BPX switch shelf can be equipped with the following
redundancy options:

® Redundant common control modules

® Redundant crosspoint switch matrixes

® Redundant high-speed data and control lines

® Redundant power supplies

® Redundant high-speed network interface cards
® Redundant serviceinterface cards

If redundancy is provided for aBPX switch, when a hardware failure occurs, a hot-standby module
isautomatically switched into service, replacing the failed module. All cards are hot-pluggable, so
replacing afailed card in a redundant system can be performed without disrupting service.

Since the power supplies share the power load, redundant supplies are not idle. All power supplies
are active; if onefails, then the others pick up itsload. The power supply subsystem is sized so that
if any one supply fails, the node will continue to be supplied with adequate power to maintain normal
operation of the node. The node monitors each power supply voltage output and measures cabinet
temperature to be displayed on the NM S terminal or other system terminal.

Each BPX switch shelf within the network runs continuous background diagnostics to verify the
proper operation of al active and standby cards, backplane control, data, and clock lines, cabinet
temperature, and power supplies. These background tests are transparent to normal network
operation.

Each card in the node has front-panel LEDsto indicate active, failed, or standby status. Each power
supply has green LEDsto indicate proper voltage input and output. An Alarm, Status, and Monitor
card collects all the node hardware status conditions and reportsit using front panel LED indicators
and alarm closures. Indicatorsare provided for major alarm, minor alarm, ACO, power supply status,
and alarm history. Alarm relay contact closures for major and minor alarms are available from each
node through a 15-pin D-type connector for forwarding to a site alarm system.

BPX switches are completely compatible with the network status and alarm display provided by the
Cisco WAN Manager NM S workstation. In addition to providing network management capabilities,
it displays major and minor alarm status on its topology screen for all nodesin anetwork. The Cisco
WAN Manager NM S also provides a maintenance log capability with configurable filtering of the
maintenance log output by node name, start time, end time, alarm type, and user specified search
string.
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CHAPTER 2

BPX Switch

This chapter containsan overall physical and functional description of the BPX switch. The physical
description includes the BPX switch enclosure, power, and cooling subsystems. The functional
description includes an overview of BPX switch operation.

This chapter contains the following:
® Physical Description

® Functional Description

® BPX Switch Major Groups

® Optional Peripherals

Physical Description

The BPX switch is supplied as a stand-alone assembly. It may be utilized as a stand-alone ATM
switch, or it may be integrated at customer sites with one or more narrowband IPX switches,
multi-band IGX switches, MGX 8220 shelves, and other access devices to provide network access
to broadband backbone network links for narrowband traffic. Cisco and CPE service interface
equipment can also be co-located with the BPX switch and connect to its ATM service interfaces.

BPX Switch Enclosure

The BPX switch enclosure is a self-contained chassis which may be rack mounted in any standard

19inch rack or enclosure with adequate ventilation. It contains a single shelf which providesfifteen
slotsfor vertically mounting the BPX switch cardsfront and rear. Refer to Figure 2-1 whichillustrate
the front view of the BPX switch Shelf.

At the front of the enclosure (see Figure 2-1) are 15 slots for mounting the BPX switch front cards.
Once inserted, the cards are locked in place by the air intake grille at the bottom of the enclosure. A
mechanical latch on the air intake grille must be released by using a screwdriver and the grille must
be tilted forward in order to remove or insert cards.

At therear of the enclosure (illustrated in Figure 2-2) is another series of card slots for mounting the
rear plug-in cards. These are held in place with two thumbscrews, top and bottom. A mid-plane,
located between the two sets of plug-in cards, isused for interconnect and is visible only when the
cards are removed.

To provide proper cooling, it isessential that blank faceplates beinstalled in all unused dlots. Failure
to do so will degrade node cooling and circuit card damage will result. The blank faceplates also
provide RFI shielding.
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BPX Switch Exterior Front View

Figure 2-1
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Figure 2-2 BPX Switch Exterior Rear View
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Node Cooling
A fan assembly, with three six-inch 48 VDC fansis mounted on atray at the rear of the BPX switch
shelf (see Figure 2-2). Air for cooling the cards is drawn through an air intake grille located at the
bottom in the front of the enclosure. Air passes up between the vertically-mounted cards and
exhausts at the top, rear of the chassis. All unused slotsin the front are filled with blank faceplates
to properly channel airflow.

Node DC Powering

The primary power for a BPX switch node is-48 VDC which is bused across the backplane for use
by all card dots. DC-to-DC converters on each card convert the -48V to lower voltages for use by
the card. The -48 VDC input connects directly to the DC Power Entry Module (PEM). The DC
Power Entry Module (see Figure 2-3) provides a circuit breaker and linefilter for the DC input.
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Nodes may be equipped with either asingle PEM or dual PEMs for redundancy. They are mounted
at the back of the node below the backplane. A conduit hookup box or an insulated cover plateis
provided for terminating conduit or wire at the DC power input. It is recommended that the source
of DC for the node be redundant and separately fused.

Figure 2-3 DC Power Entry Module Shown with Conduit Box Removed

H8019

Plastic T

Cover DC Terminal
Block

Optional AC Power Supply Assembly

For applications requiring operation from an AC power source, an optional AC Power Supply
Assembly and shelf isavailable. It provides a source of —48 VDC from 208/240 VAC input. A shelf,
separate from the BPX switch shelf, houses one or two AC Power Supplies and mounts directly
bel ow the node cabinet. This provides a secure enclosure for the power supply assemblies (supplies
cannot be removed without the use of tools).

Two of these supplies are usually operated in parallel for fail-safe redundant operation. The front of
the AC Power Suppliesfor the BPX switch includes two green LEDsto indicate correct range of the
AC input and the DC output for each individual supply (see Figure 2-4).
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Figure 2-4 AC Power Supply Assembly Front View
Indicator
LEDS
HEDC
© CAC
I || ~ ﬂ}
[ [ | ILCM<
[ [ ] [ ]
)
o< [ ] J \) .

Card Shelf Configuration
There arefifteen vertical slotsin the front of the BPX switch enclosure to hold plug-in cards (see
Figure 2-5). The middle two slots, slots number 7 and number 8, are used for the primary and
secondary Broadband Controller Cards (BCC). The right-most slot, number 15, is used to hold the
single Alarm/Status Monitor Card. The other twelve slots, number 1 through number 6 and number
8 through number 14, can be used for the Network Interface and Service Interface cards.
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Figure 2-5 BPX Switch Card Shelf Front View
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Functional Description

ATM

Physical Layer

ATM Layer

ATM transmits broadband information using fixed length, relatively small, 53-byte cells which are
suitable for carrying both constant rate data (e.g., voice and video) as well as bursty data.

ATM evolved from the Broadband Integrated Services Digital Network (B-1SDN) standard, which
inturnisan extension of ISDN. ISDN defines service and interfaces for public telecommunications
networks. B-ISDN utilizes a 7-layer reference model similar to the Open Systems I nterconnection

(OSl) 7-layer architecture. ATM redefines the lower three levels as shown in Figure 2-6. These are
the Physical Layer, the ATM layer, and the ATM Adaptation Layer (AAL).

Figure 2-6 B-ISDN Model
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The physical layer is divided into two parts, the Transmission Convergence sub-layer and the

Physical Medium sub-layer.

The Physical Medium sub-layer (PMD) handles processing specific to aparticular physical layer,

such as transmission rate, clock extractions, etc.

The Transmission Convergence sub-layer (TC) extracts the information content from the physical
layer data format. Thisincludes HEC generation and checking, extraction of cells from the data

stream, processing of idle cells, etc.

The ATM layer processes ATM cells. The ATM cell consists of a 5-byte header and a 48-byte
payload. The header contains the ATM cell address and other management information Figure 2-7.
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Figure 2-7 ATM Cell Format
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ATM Cell Headers

There are two basic header types defined by the standards committees, a UNI header and a NNI
header; both are quite similar. Cisco has expanded on these header types to provide additional
features beyond those proposed for basic ATM service. Usage of each of the various cell header
typesis described as follows:

® The UNI header (see Figure 2-8) must be specified for each User-to-Network Interface. A UNI
isany interface between a user device, such asan ATM router, and an ATM network.

® TheNNI header (see Figure 2-9) must be specified for each Network-to-Network Interface. This
isused, for example, at the interface between a user’s private ATM network and a service
provider's public ATM network.

® The STI header (see Figure 2-10) is an extension of these two header types and is used between
Cisco switching nodes to provide advanced network features, including ForeSight, that improve
performance, efficiency, and congestion control.
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Figure 2-8 UNI Header

Bit — 8 7 6 5 4 3 2 1

Byte 1 Flow control Virtual path identifier

Byte 2 Virtual path identifier Virtual circuit identifier

Byte 3 Virtual circuit identifier

) L o Cell
Byte 4 Virtual circuit identifier Payload type l0Ss
priority

Byte 5 Header Error Control (HEC) 5
g

Figure 2-9 NNI Header

Bit — 8 7 6 5 4 3 2 1

Byte 1 Virtual path identifier

Byte 2 Virtual path identifier Virtual circuit identifier

Byte 3 Virtual circuit identifier

) L - Cell
Byte 4 Virtual circuit identifier Payload type |0SS
priority

Byte 5 Header Error Control (HEC) @
«©
I
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Figure 2-10 STl Header

STI Header
8 7 6 5 4 3 2 1
HCF | VPI
VPI VCl
VCI Payload class
cc |F R PTI cLP
HCS

HCF: Header Control Field, a 01 indicates an STI Cell F:  ForeSlght Forward Congestion
VPI/VCI: Virtual Path/Virtual Channel Identifiers, same Indication (FFCI).

as UNI and NNLI. ] ) )
Payload Class: Setto 1 if FECN in Frameis a 1.

or if incoming cell FFCl is a 1, or

0001 Non-Timestamped Data/Constant Blt Rate egress queue experiences congestion.
0010 High Priority/Variable Bit Rate

0011 Voice/Constant Blt Rate R: Reserved

0100 Bursty Data A/Variable Blt Rate

0101 Time-Stamped Data/Constant Blt Rate PTI: Payload Type Indicator

0110 Bursty Data B/Variable Blt Rate
CLP: Cell Loss Priority. Same as for UNI

CC: Congestion Control or NNI. The CLP bit is set to 1 if the
00: No report 10: Congestion DE is set for a frame, or if the first
01: Uncongested 11: Severe Congestion FastPacket in a frame has its CLP set.

PTI, bits 4,3, and 2:
bit 4 = 0, user data cell;
bit 4 =1, connection management cell
bit 3 =0, No congestion experienced
bit 3 =1, Congestion experienced
bit 2 = 0, for user data cell, indicates CPE information
bit2 =1, not used

PTI Description

Bits

432

000 User Data Cell no congestion experienced SDU Type 0 (CPE information)

001 User Data Cell no congestion experienced SDU Type 1

010 User Data Cell congestion experienced, SDU Type 0 (CPE information)

011 User Data Cell congestion experienced, SDU Type 1

100 Connection Management Cell, OAM F5 Segment Flow Related cell

101 Congestion Management Cell, OAM F5 End-to-End Flow related cell

110 Connection Management Cell, reserved for future use. o

111 Connection Management Cell, reserved for future use. 3
I

The most important fieldsin all three ATM cell header types arethe Virtual Path Identifier (VPI) and
aVirtual Circuit Identifier (VCI). The VPI identifies the route (path) to be taken by the ATM cell
while the VCI identifies the circuit or connection number on that path. The VPI and VCI are
translated at each ATM switch, they are unique only for agiven physical link.

A 4-bit Generic Flow Control (GFC) field in the UNI header isintended to be used for controlling
user access and flow control. At present, it is not defined by the standards committeesand is
generally set to all zeros.

A 3-bit Payload Type Indicator (PTI) field indicates the type of data being carried in the payload.
The high-order bitisa“0” if the payload contains user information and isa“1” if it carries
connection management information. The second bit indicates if the cell experienced congestion
over apath. If the payload is user information, the third bit indicates if the information is from
Customer Premises Equipment. The PTI field isidentical for UNI/NNI/STI.
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In the STI header (see Figure 2-10), the Payload Classis used to indicate various classes of service
and BPX switch queues, e.g., Opticlass, the enhanced class of service feature of the BPX switch. The
ForeSight Forward Congestion Indication, the F bit, is used by ForeSight for congestion status.

The Cell Loss Priority (CLP) hit followsthe PTI bitsin all header types. When set, it indicates that
the cell is subject to discard if congestion is encountered in the network. For Frame Relay
connections, depending on mapping considerations, the frame Discard Eligibility statusis carried by
the CLPbitinthe ATM Cell. The CLP hitisalso set at theingressto the network for all cellscarrying
user data transmitted above the minimum rate guaranteed to the user.

ATM Cell Addressing

Each ATM cell contains a two-part address, VPI/VCI, in the cell header. This address uniquely
identifiesanindividual ATM virtual connection on aphysical interface. VCI bitsare used to identify
theindividua circuit or connection. Multiple virtual circuits that traverse the same physical layer
connection between nodes are grouped together in avirtual path. The virtual path addressis given
by the VPI bits. The Virtual Path can be viewed asatrunk that carries multiple circuitsall routed the
same between switches

The VPI and VCI addresses may be translated at each ATM switch in the network connection route.
They are unique only for a given physical link. Therefore, they may be reused in other parts of the
network aslong as care is taken to avoid conflicts.

The VCI field is 16 bitswide with UNI and NNI header types described earlier. Thisalows for a
total possible 65, 535 unique circuit numbers. The UNI header reserves 8 bits for VPI (256 unique
paths) while the NNI reserves 12 bits (4,096 unique paths) asit islikely that more virtua pathswill
be routed between networks than between a user and the network. The STI header reserves 8 bitsfor
VCI and 10 bitsfor VPl addresses.

ATM Adaptation Layer

The purpose of the ATM Adaptation Layer (AAL) isto receive the data from the various sources or
applications and convert, or adapt, it to 48-byte segments that will fit into the payload of an ATM
cell. Since ATM benefits from its ability to accommodate data from various sources with differing
characteristics, the Adaptation Layer must be flexible.

Traffic from the vari ous sources have been categorized by the standards committeesinto four general
classifications, Class A through Class D, asindicated in Table 2-1. This categorization is somewhat
preliminary and initial developments have indicated that it may be desirable to have more than these
initial four classes of service.

Table 2-1 Classes of Traffic and Associated AAL Layers
Traffic Class Class A Class B Class C Class D
Adaptation Layer AAL-1 AAL-2 AAL-3/4 AAL-3/4
(AAL) AAL-5
Connection Mode Connection-oriented Connection-oriented Connection-oriented Connectionless
End-to-End Timing  Yes Yes No No
Relationship
Bit Rate Constant Variable Variable Variable
Examples Uncompressed Compressed voice  Framerelay, SNA, SMDS
voice, constant and video TCP-IP, E-mail
bit-rate video
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Initially, four different adaptation layers (AAL 1 through AAL4) were envisioned for the four classes
of traffic. However, since AAL3 and AAL4 both could carry Class C aswell as Class D traffic and
sincethedifferences between AAL3 and AAL4 were so slight, the two have been combined into one
AAL3/4.

AAL3/4is quite complex and carries a considerable overhead. Therefore, afifth adaptation layer,
AALDS, has been adopted for carrying Class C traffic, which is simpler and eliminates much of the
overhead of the proposed AAL3/4. AALS isreferred to as the Simple and Efficient Adaptation
Layer, or SEAL, and is used for Frame Relay data.

Since ATM isinherently aconnection-oriented transport mechanism and since the early applications
of ATM will be heavily oriented towards LAN traffic, many of theinitial ATM products are
implemented supporting the Class C Adaptation Layer with AALS5 Adaptation Layer processing for
carrying Frame Relay traffic.

Referring back to Figure 2-6, the ATM Adaptation Layer consists of two sub-layers:
® Convergence Sub-Layer (CS)
® Segmentation and Reassembly Sub-Layer (SAR)

Dataisreceived from the various applicationslayers by the Convergence Sub-L ayer and mapped into
the Segmentation and Reassembly Sub-L ayer. User information, typically of variable length, is
packetized into data packets called Convergence Sublayer Protocol Data Units (CS-PDUS).
Depending on the Adaptation Layer, these variablelength CS-PDUswill have ashort header, trailer,
asmall amount of padding, and may have a checksum.

The Segmentation and Reassembly Sub-Layer receives the CS-PDUs from the Convergence

Sub-L ayer and segments them into one or more 48-byte SAR-PDUSs, which can be carried in the
48-byte ATM information payload bucket. The SAR-PDU maps directly into the 48-byte payload of
the ATM cell transmitted by the Physical Layer. Figure 2-11 illustrates an example of the Adaptation
Process.

Figure 2-11 SAR Adaptation Process

< Variable Length >/
XXX Bytes Application Layer Information
CS-PDU
48 Bytes 48 Bytes s s 48 Bytes SAR — PDU
N
ATM Cells &
T

IPX and IGX Switch Trunk Interfaces to ATM

The IPX switch connectsto aBPX switch or other ATM switch viaan AIT/BTM T3 or E3 trunk. the
IGX switch also connectsto an ATM trunk viathe UXM card. The AIT(IPX switch) or BTM (IGX
switch) can operate in several different addressing modes selected by the user (see Table 2-2 and
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BAM

SAM

CAM

Figure 2-12). To alow the IPX switch or IGX switch to be used in mixed networks with other ATM
switches, there are two other addressing modes available, Cloud Addressing Mode (CAM) and
Simple Addressing Mode (SAM).

In the BPX switch Addressing Mode (BAM), used for al Cisco WAN switching networks, the
system software determines VPI and V CI values for each connection that is added to the network.
The user enters the beginning and end points of the connection and the software automatically
programs routing tablesin each node that will carry the connection to translate the VVPI/V Cl address.
The user does not need to enter anything more. This mode uses the STI header format and can
support al of the optional Cisco WAN switching features.

In the Simple Addressing Mode (SAM), the user must manually program the path whole address,
both VPI and VCI values.

The Cloud Addressing Mode (CAM) is used in mixed networks where the virtual path addresses are
programmed by the user and the switch decodes the V CI address. Both CAM and SAM utilize the
UNI header type.
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Table 2-2 ATM Cell Addressing Modes
Addressing Mode Hdr. Type Derivation of VPI/VCI Where Used
BAM-BPX switch STI VPI/VCI = Node Derived Between IPX switch (or IGX switch) and BPX
Addressing Mode Address switches, or between |PX switch (or IGX switch)
nodes.
CAM— UNI VPI = User Programmed IPX switch to IPX switch (or IGX switch)
Cloud Addressing Mode VCI = Node Derived Address  connections over networks using ATM switches that

switch on VPI only. VPI ismanually programmed by
user. Terminating IPX switch converts VCl address
to FastPacket address.

SAM— UNI VPI/VCI = User Programmed  IPX switch to IPX switch (or IGX switch)

Simple Addressing Mode connections over networks using ATM switches that
switch where all routing is manually programmed by
user, both VPI and VCI.

Figure 2-12 BAM, CAM, and SAM Configurations

BAM IGX BTM |« > AIT IPX
BAM IPX AT |« >| BNI BPX
CAM IPX AIT ATM cloud AIT IPX
VP switch
SAM IPX AIT ATM cloud BTM IGX 8
VP/VC switch g

Note: IPX with AIT card are interchangeable with IGX with BTM card in this diagram.

FastPacket Adaptation to ATM

A specialized adaptation that is of particular interest to users of Cisco equipment isthe adaptation of
IPX switch FastPacketsto ATM cells. There are alarge number of narrowband IPX switch networks
currently in existencethat are efficiently carrying voice, video, data, and Frame Relay. A means must
be provided to allow these networks to grow by providing a migration path to broadband.

Since FastPackets are already aform of cell relay, the adaptation of FastPacketsto ATM cellsis
relatively simple.
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Simple Gateway

With the Simple Gateway protocol, the AIT cardinthe IPX switch (or BTM inthelGX switch) loads
24-byte FastPacket cellsinto ATM cellsin ways that are consistent with each application. (Each of
the two FastPacket cellsloaded into the ATM Cell isloaded in its entirety, including the FastPacket
header.) For example, two FastPackets can be loaded into one ATM cell provided they both have the
same destination. This adaptation is performed by the IPX switch AIT card or the IGX switchBTM
card.

The AIT (or BTM) is configured to wait agiven interval for a second FastPacket to combine in one
ATM cell for each FastPacket type. The cell istransmitted half full if the wait interval expires. High
priority and non-time stamped packets are given ashort wait interval. High priority FastPacketswill
not wait for a second FastPacket. The ATM trunk interface will always wait for Frame Relay data
(bursty data) to send two packets. NPC traffic will always have two FastPacketsin an ATM cell.

Complex Gateway, Frame Relay to ATM Network Interworking

Starting with Release 8.1, with the Complex Gateway capability, the FRSM card in the MGX 8220,
the AIT card in the IPX switch (or BTM card in the IGX switch) streams the Frame Relay datainto
ATM cells, cell after cell, until the frame has been completely transmitted. Since only the datafrom
the FastPacket is loaded, the Complex Gateway is an efficient mechanism. Also, discard eligibility
information carried by the Frame Relay bit is mapped to the ATM cell CLP bit, and vice versa. See
Chapter 13 for further information on Frame Relay to ATM interworking. A comparison of the
simple gateway and complex gateway formats is shown in Figure 2-13.

Figure 2-13 Simple and Complex Gateway Formats

Simple gateway (AIT card) :

Frame Relay frame HDR [ HDR | Variable length [ cRc [cre |

presented to FRP:

Built by FRP into y "\‘ \; \
FastPackets: HDR 20 bytes HOR | 20 bytes HDR | 20 bytes |
ATM y A4

cells: | HDR 48 Bytes

Complex gateway (AIT Card) :

Frame Relay frame -

presented to FRP: HDR | HDR | Variable length | crRC [ cRC |

Built by FRP into y V\

FastPackets:  |HDR 20 bytes HDR | 20 bytes |HDR | 20 bytes \
v v/ K/

Back to Frame Rela -

oY HDR | HDR | Variable length [ cRC [ CRC ]

AAL-5 ATM 7 \N\ 2

cells | HDR 48 Bytes HDR | g

generated

by AIT:
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BPX Switch Major Groups

There are four major groups in the BPX switch. These are listed in Table 2-3.
¢ Common Core

® Network Interface

® Service Interface

® Power Supplies

Table 2-3 lists these groups and their components along with a brief description of each.

Table 2-3 BPX Switch Plug-In Card Summary

Card Card Name Where
BPX- Common Core Group

BPX-BCC-32 Broadband Controller Card, operates with versions of System Software Front

Rel. 7.0 and above, and requires 32 Mbyte RAM for 8.1 and | ater software.
For redundancy configuration, installed as a pair of BCC-32s. (System
operation equivalent to BCC-3.)

BPX-BCC-bc Back card (also known as LM-BCC) used only with the BCC-32. Back

BPX-BCC-3 Broadband Controller Card, operateswith 7.X softwareversions7.2.84and  Front
above, and with 8.X System Software versions 8.1.12 and above. For
redundancy configuration, installed as apair of BCC-3s. (System operation
equivalent to BCC-32.)

BPX-BCC-3-64 Broadband Controller Card, enhanced BCC-3. Note: BCC-3-64 or BCC-4
required to support VS| and MPLS.
BPX-BCC-4 Broadband Controller Card, operates with 8.4 software and above. For Front

redundancy configuration, installed as a pair of BCC-4s. Provides 64
Mbyte of RAM and above. Supports up to 19.2 Ghbps performance of BXM
cards. Note: BCC-3-64 or BCC-4 required to support VSI and MPLS

BPX-BCC-3-bc Back card (also known as LM-BCC) used with BCC-3 or BCC-4. Back
BPX-ASM Alarm/Status Monitor Card. Front
BPX-ASM-BC Line Module - Alarm/Status Monitor. Back

Network Interface Group

BPX-BXM-T3-8 T3/E3 card with 8 or 12 ports. Card is configured for usein either network  Front
BPX-BXM-E3-8 interface or service access (UNI) mode and with either a T3 or E3 interface.
BP:X-BXM-T3-12

BPX-BXM-E3-12

BPX-T3/E3-BC Backcard for use withaBXM-T3/E3-8 or BXM-T3/E3-12 Back
BPX-BXM-155-4 BXM OC-3 cards with 4 or 8 OC-3/STM-1ports, respectively. Card is Front
BPX-BXM-155-8 configured for use in either network interface or service access (UNI)

mode.
BPX-MMF-155-4-BC Backcards for BXM-155-4. Back

BPX-SMF-155-4-BC
BPX-SMFLR-155-4-BC

BPX-MMF-155-8-BC Backcards for BXM-155-8. Back
BPX-SMF-155-8-BC
BPX-SMFLR-155-8-BC
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Table 2-3 BPX Switch Plug-In Card Summary (Continued)
Card Card Name Where
BPX-BXM-622 OC-12 card with lor 2 OC-12/STM-4ports. Card is configured for usein Front
BPX-BXM-622-2 either network interface or service access (UNI) mode.
BPX-BME Used for multicast connections. Used with SMF-622-2 backcard with port

1 looped to port 2, transmit to receive, and receive to transmit.
BPX-SMF-622 Backcards for BXM-622. The XLR card supports a 1500nm interface Back

BPX-SMFLR-622
BPX-XLR-622-BC

BPX-SMF-622-2-BC Backcards for BXM-622-2 and BME (BME typically would use Back
BPX-SMFLR-622-2-BC SMF-622-2).
BPX-SMFLR-622-2-BC

BPX-BME Used for multicast connections. Used with SMF-622-2 backcard with port  Back
1 looped to port 2, transmit to receive, and receive to transmit.

BPX-BNI-3-T3 Broadband Network Interface Card (with 3 T3 Ports). Front

BPX-T3-BC Line Module - used with BNI-T3 for 3 physical T3 ports. (Configured for  Back
3 ports)

BPX-BNI-3-E3 Broadband Network Interface Card (with 3 E3 Ports). Front

BPX-E3-BC Line Module - used with BNI-E3 for 3 physical E3 ports. (Configured for 3 Back
ports).

BPX-BNI-155 Broadband Network Interface Card (with 2 OC3c/STM-1 ports). Front

BPX-SMF-2-BC OC3/STM-1 Interface Card, single mode fiber optic, used with either Back
BNI-155 or ASI-155 front card.

BPX-SMFLR-2-BC OC3/STM-1 Interface Card, single mode fiber optic long range, used with  Back
either BNI-155 or AS|-155.

BPX-MMF-2-BC OC3/STM-1 Interface Card, multi-mode fiber optic (1 x 9 LED), used with  Back

either BNI-155 or ASI-155 front card.

APS Backcards and APS Redundant Backplane

The APS 1+1 feature requires two BXM front cards, an APS redundant frame assembly, and two redundant type BXM
backcards. The types of redundant backcard and backplane sets are:

* BPX-RDNT-LR-155-8 (8 port, long reach, SMF, SC connector)

* BPX-RDNT-LR-622 (single port, long reach, SMF, FC connector)

* BPX-RDNT-SM-155-4 (4 port, medium reach, SMF, SC connector)

* BPX-RDNT-SM-155-8 (8 port, medium reach, SMF, SC connector)

* BPX-RDNT-SM-622 (single port, medium reach, SMF, FC connector)

¢ BPX-RDNT-SM-622-2 (2 port, medium reach, SMF, FC connector)

Each of the listed model numbers includes two single backcards and one mini-backplane.

The single backcards and mini-backplane can be ordered as spares. Their model numbers are:
BPX-RDNT-BP= (common backplane for all redundant APS backcards)
BPX-LR-155-8R-BC= (for BPX-RDNT-L R-155-8)

BPX-LR-622-R-BC= (for BPX-RDNT-LR-622

BPX-SMF-155-4R-BC= (for BPX-RDNT-SM-155-4)

BPX-SMF-155-8R-BC= (for BPX-RDNT-SM-155-8)

BPX-SMF-622-R-BC= (for BPX-RDNT-SM-622)

BPX-SMF-622-2R-BC= (for BPX-RDNT-SM-622-2
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Table 2-3 BPX Switch Plug-In Card Summary (Continued)

Card Card Name Where

Service Interface Group

BPX-ASI-1-2T3 ATM Service Interface Card (with 2 usable T3 ports). Front

BPX-T3-BC Line Module - used with ASI-1-2T3 for 2 physical T3 ports. (Configured  Back
for 2 ports)

BPX-ASI-1-2E3 ATM Service Interface Card (with 2 usableE3 ports). Front

BPX-E3-BC Line Module - used with BNI-E3 for 2 physical E3 ports. (Configured for 2 Back
ports)

BPX-ASI-155 ATM Service Interface Card (with 2 OC3c/STM-1 ports). Front
BPX-SMF-2-BC OC3/STM-1 Interface Card, SMF (single mode fiber optic) MMF (1x9 Back
LED), used with either BNI-155 or ASI-155 front card.

BPX-MMF-2-BC OC3/STM-1 Interface Card, multi-fiber mode (1 x 9 LED), used with Back

BNI-155 or ASI-155.
BPX-SMFLR-2-BC OC3/STM-1 Interface Card, single mode fiber optic long range, used with  Back

either BNI-155 or AS|-155.

Power Supply Group

48 Volt DC Power Supply

Optional AC Power Supply

Optional Peripherals

At least one node in the network (or network domain if a structured network) must include a
Strata-View Plus network management station (see Figure 2-14). A Y-cable may be used to connect
the LAN ports on the primary and secondary BCC Line Modules, through an AUI to the LAN
network, as only one BCC is active at atime. The serial Control port may be connected to adial-in
modem for remote service support or other dial-up network management access. The serial
Auxiliary port is used for outgoing data only, for example, for connection to a printer.
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BCC-LM
standby

Figure 2-14 Optional Peripherals Connected to BPX Switch
Corporate network
[ ]
AUI
k|
BCQ-LM
> e
StrataView plus
I%Ij Stratabus
Modem
= BCC
[—]
Printer

Two ports on BCC-LM can be used to connect up to two (2) of the peripherals shown.

H8157
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CHAPTER 3

BPX Switch Common Core

Thischapter contai nsadescription of the common core group, comprising the Broadband Controller
Cards (BCCs), the Alarm/Status Monitor (ASM), associated backcards, and StrataBus backplane.

This chapter contains the following:

® BPX Switch Common Core Group

® Broadband Controller Card (BCCs)

® 19.2 Gbps Operation with the BCC-4V

® Alarm/Status Monitor Card

® BPX Switch StrataBus 9.6 and 19.2 Gbps Backplanes

BPX Switch Common Core Group

The BPX switch Common Core group includes the following items shown in Figure 3-1:
® Broadband Controller Cards:

— BCC-4, BCC-3-32M or BCC-3-64M and associated BCC-3-BC backcard

— or BCC-32 and associated BCC15-BC backcard

Note The BCC-3-64 or BCC-4 isrequired for VS| and MPLS features operation

® Alarm/Status Monitor (ASM), aLine Module for the ASM card (LM-ASM).
® StrataBus backplane.

The BCC-3-32M, BC-3-64M, and BCC-32 are functionally equivalent except for performance and
support 9.6 Gbps operation, but use different backcards. The BCC-4V provides anew 16 x 32
crosspoint switch architectureto extend the BPX peak switching capability from 9.6 up to 19.2 Gbps
peak. The BCC-4V also provides 4 MBytes of BRAM and 128 MBytes of DRAM.

The common core group functions include:
® ATM cell switching.

® Interna node communication.

® Remote node communication.

® Node synchronization.

BPX Switch Common Core 3-1



BPX Switch Common Core Group

® Network management communications (Ethernet), local management (RS-232).

® Alarm and status monitoring functions.
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Broadband Controller Card (BCCs)

The Broadband Controller Card is a microprocessor-based system controller and is used to control
the overall operation of the BPX switch. The controller card isafront card that is usually equipped
as aredundant pair. Slots number 7 and number 8 are reserved for the primary and secondary
(standby) broadband controller cards. Each broadband controller front card requiresacorresponding
back card.

® For non-redundant nodes, asingle BCC is used in front slot number 7 with its appropriate
backcard.

® For redundant nodes, a pair of BCCs of matching type, are used in front slot numbers 7 and 8.

Note The threetypes of BCCswith their proper backcards may be operated together temporarily
for maintenance purposes, e.g., replacing afailed controller card. Throughout a network, individual
BPX switches may have either asingle BCC-32, BCC-3-32M, BCC-3-64M, or BCC-4V controller
card or apair of the identical type of BCC.

Figure 3-1 Common Core Group Block Diagram
EXT/INT NMS Alarm
clock port outputs
A
e T
1 !
: v ¢ Common :
|
! Line Line core Line |
l module- module- group module- |
! BCC BCC ASM !
| |
| |
| |
| |
1 !
| |
‘ Broadband Broadband Alarm/ \
! controller controller \
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| card card . |
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! primary redundant !
| |
| |
| |
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The BCC-3-32M, BCC-3-64M, and BCC-32 are functionally equivalent except for performance.
However, the BCC-4V provides anew 16 x 32 cross-point architecture that increases the peak
switching capacity of the BPX switch to 19.2 Ghps, with a sustained non-bl ocking throughput of 9.6
Gbps. Theterm BCC is used in this manual to refer to the functional operation of the Broadband
Controller Card. When a difference in operation does occur, the specific type of BCC is specified.
This card group (see Figure 3-1) provides the following functions:

Features

The Broadband Controller Card performs the following major system functions:

Runs the system software for controlling, configuring, diagnosing, and monitoring the BPX
switch.

Contains the crosspoint switch matrix operating at 800 Mbps per serial link (BCC-32 or
BCC-3-32M, or BCC-3-64M) or up to 1600 Mbps (BCC-4V).

Contains the arbiter which controls the polling each high-speed data port and grants the access
to the switch matrix for each port with datato transfer.

Generates Stratum 3 system clocking and can synchronize it to either a selected trunk or an
external clock input.

Communi cates configuration and control information to all other cardsin the same node over the
backplane communication bus.

Communicates with all other nodes in the network.

Provides a communications processor for an Ethernet LAN port plus two |ow-speed data ports.
The BCC15-BC providesthe physical interface for the BCC-32, and the BCC-3-BC providesthe
physical interface for the BCC-3-32M, BCC-3-64M, and BCC-4V.

Each Broadband Controller Card includes the following:

68EC040 processor operating at 33 MHz.

32 Mb of DRAM for running system software (BCC-32), 32 Mb or 64 MB option for BCC-3 and
BCC-4.

4 Mb of Flash EEPROM for downloading system software.
512 Kbytes of BRAM for storing configuration data.
EPROM for firmware routines.

68302 Utility processor.

SAR engine processor operating at 33 MHz.
Communication businterface.

HDL C processor for the LAN connection interface.

Two RS-232 serial port interfaces.
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Functional Description

The BPX switch is a space switch. It employs a crosspoint switch for individual data lines to and
from each port. The switching fabric in each BPX switch consists of three elements for the BCCs
(see Figure 3-2 and Figure 3-3):

® Central Arbiter on each BCC.
® Crosspoint Switch.

— 16 X 16 Crosspoint Switching Matrix on each BCC (12 X 12 used) for BCC-32 and
BCC-3-32M and BCC-3-64M.

— 16 X 32 Crosspoint Switching Matrix on each BCC (2 X [12 X 12]) used for BCC-4V.
® Serial Interface and LAN Interface Modules on each BCC and on each Function Module.

Thearbiter pollseach card to seeif it hasdatato transmit. It then configuresthe crosspoint switching
matrix to make the connection between the two cards. Each connection is unidirectional and hasa
capacity of 800 Mbps (616.7 Mbps for cell traffic plus the frame overhead).

Since there are 16 X 16 (BCC-32 or BCC-3-32M, or BCC-3-64M) or 16 X 32 (BCC-4V)
independent crosspoints and only 15 cards, the switch fabric is non-blocking. However, only one
connection at atimeis allowed to an individual card. The BPX switch cell switching is not
synchronized to any external clocks; it runsat itsown rate. No switch fabric clocks are used to derive
synchronization nor are these signals synchronized to any external sources.

Each card containsa Switch Interface Modul e (SIM) which merely provides astandardized interface
between the card and the data lines and polling buses. The SIM responds to queries from the BCC
indicating whether it has data ready to transmit.

With the BPX switch equipped with two BCCs, the cell switching is completely redundant in that
there are always two arbiters, two crosspoint switches, two completely independent data buses, and
two independent polling buses.

The BCC incorporates non-volatile flash EEPROM which permits new software releases to be
downloaded over the network and battery-backup RAM (BRAM) for storing user system
configuration data. These memory features maintain system software and configuration data even
during power failures, eliminating the need to download software or reconfigure after the power
returns.

Node clocking is generated by the BCC. Since the BPX switch resides as an element in a
telecommunications network, it is capable of synchronizing to higher-stratum clocking devicesin
the network and providing synchronization to lower stratum devices. The BCC can be synchronized
to any one of three different sources under software control:

® Aninternal, high-stability oscillator.
® Derived clock from a BNI module.
® Anexterna clock source connected directly to the BPX.

The BCC clock circuits provide clocking signalsto every other card dot. If afunction card needsto
synchronize its physical interface to the BPX switch clock, it can use thistiming signal to derivethe
proper reference frequency. These reference frequenciesinclude DS1, E1, DS3, and E3.
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Broadband Controller Card (BCCs)

Figure 3-2 BCC-32, BCC-3-32M, or BCC-3-64M Block Diagram
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Broadband Controller Card (BCCs)

Figure 3-3 BCC4V Block Diagram
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Front Panel Description
The BCC front panel has four Led, three card status LEDs, and a LAN LED. (See Figure 3-4 and

BCC Front Panel Indicators

Function

Indicates there is data activity over the Ethernet LAN port.

Card active LED indicates this BCC is on-line and actively controlling

the node.

Card standby LED indicates this BCC is off-line but is ready to take over
control of the node at a moments notice.

Table 3-1.)

Table 3-1

No Indicator
1 LAN

2 card - act
3 card - sthy
4 card - fail

Card fail LED indicates this BCC has failed the internal self-test routine
and needs to be reset or replaced.
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Figure 3-4
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19.2 Gbps Operation with the BCC-4V

The BCC runs self-tests continuously on internal functionsin the background and if afailureis
detected, the fail LED islighted. If the BCC is configured as a redundant pair, the off-line BCC is
indicated by thelighted stby LED. The stby LED a so flashes when a software download or standby
update isin progress. The LAN LED indicates activity on the Ethernet port.

19.2 Gbps Operation with the BCC-4V

In order to operate the BPX switch at up to a 19.2 Gbps peak throughput, the following is required:
® A 19.2 Gbps backplane

® BCC-4V or later controller cards

® Oneor more BXM cards

® Release 8.4.00 or later switch software

® A backplane NOVRAM that is programmed to identify the backplane asa 19.2 Gbps backplane.

Switch software will not allow node operation at 19.2 Gpbs unlessit can read the backplane
NOVRAM to verify that the backplane is a 19.2 Gbps backplane.

The 19.2 backplane can be visually identified by the small white card dlot fuses at the bottom rear of
the backplane. These fuses are approximately 1/4 inch high and 1/8 inch wide. The 9.6 Gbps
backplane does not have these fuses. If the BPX switch is alate model, then a 19.2 Gbps backplane
isinstalled. This can be verified by running the despond command which will display “Word #2
=0001" if the backplane NOVRAM has been programmed. If anything else is displayed, visually
check the backplane for the fuses.

If the backplaneis a 19.2 Gbps backplane, but the backplane NOVRAM has not been set to display
Word #2 =0001, then the cnfbpnv command may be used to program the NOVRAM as follows:

Step1  Enter cnfbpnv, and the response should be:

Are you sure this is a new backplane (y/n).

Step2 Entery

Step 3  Confirm that the change has been made by entering dspbpnv to confirm the response:
Vord #2 =0001

Note If for somereason the change does not take place, it will be necessary to change the backplane
NOVRAM. Contact Customer Service.

Step 4  Enter switchcc in order for the change to be recognized by the switch software.

If the backplane is not a 19.2 Gbps backplane, then it will be necessary to install a 19.2 Gbps
backplane to obtain 19.2 Gbps operation. Contact Customer Service.

Back Cards for the BCC-32, BCC-3-32M, BCC-3-64M, and BCC-4V

The backcardsfor the Broadband Controller Card serve as an interface between the BPX switch and
the BPX switch network management system. For the BCC-32, the backcard isthe BCC15-BC. For
the BCC-3-32M, BCC-3-64M, and BCC-4V, the backcard is the BCC-3-BC. (These backcards are
also known asthe BCC backcards). The BCC-3-32M, BCC-3-64M ,and the BCC-32 arefunctionally
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19.2 Gbps Operation with the BCC-4V

interchangeable except for performance, while the BCC-4V provides additional important features
such as support for up to 19.2 Mbps peak operation with BXM cards. Both BCCs in a node should
be of the same type. The backcard provides the following interfaces:

® An802.3 AlU (Ethernet) interface for connecting the nodeto a CWM NMS.

® A serial RS-232 Control Port for connecting to a VT 100-compatible terminal or modem.
® A serial RS-232 Auxiliary Port for connecting to an externa printer.

® External clock inputs at T1 or E1 rates, output at 8 kHz.

The face plate connectors are described in Table 3-2 and Table 3-3 and shown in Figure 3-5. The
BCC15-BC isshown on the |left and the BCC-3-BCC is shown on the right of Appendix Figure 3-5.
For information on cabling, refer to Appendix B, BPX Switch Cabling Summary.

Table 3-2 BCC15-BC Backcard for BCC-32, Connectors
Connector Function
CONTROL A DB25 connector for aVT100 or equivalent terminal for a

basic terminal connection using command line interface
commands. Can a so be connected to a dial-in modem for
remote service support or other network management dial-up
access. Thisisabhidirectional RS232 communications port.
Thisis not used for CWM Network Management; the LAN
connector is used for CWM Network Management.

AUXILIARY A DB25 connector for a system printer. Thisis aone-way,

RS232 outgoing port.

XFER TMG DB15 connector that supplies an 8-kHz timing signal (RS422
type output that is synchronized to the BPX switch system
clock.)

EXT TMG A 75-ohm BNC connection for clock input. An E1 source with

75 ohm impedance typically uses this connector. If the shield
on the cable needs grounding, slide the BCC back card out and
jumped connector JP1 across its two pins.

EXT TMG DB15 connector for a primary and optiona redundant external
source of system clock. A T1 source with 100 ohm impedance
or an E1 source with 100/120 ohm impedance typically usethis
connector.

LAN A DB15 Ethernet LAN connection for connecting to a CWM
NMS. A terminal or NMS other than CWM can a so be
connected to the BPX switch LAN port via Ethernet.
However, only the CWM NMS provides full management
configuration and statistics capabilities via SNMP and TFTP.
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19.2 Gbps Operation with the BCC-4V

Table 3-3

BCC-3-BC Back Card for BCC-3-32, BCC-3-64, and BCC-4V

Connector

Function

CONTROL

A DB25 connector for aVVT100 or equivalent terminal for a
basic terminal connection using command line interface
commands. Can also be connected to a dia-in modem for
remote service support or other network management dial-up
access. Thisisahbidirectional RS232 communications port.
Thisis not used for CWM Network Management; the LAN
connector isused for CWM Network Management.

AUXILIARY

A DB25 connector for asystem printer. Thisis a one-way,
RS232 outgoing port.

LAN

A DB15 Ethernet LAN connection for connecting to a CWM
NMS. A terminal or NM S other than CWM can also be
connected to the BPX switch LAN port via Ethernet.
However, only the CWM NMS provides full management
configuration and statistics capabilitiesviaSNMP and TFTP.

EXT TMG

A 75-ohm BNC connection for clock input. An E1 source with
75 ohm impedance typically uses this connector. If the shield
on the cable needs grounding, slide the BCC back card out and
jumper connector JP1 across its two pins.

EXT1TMG

DB15 connector for aprimary and optional redundant external
source of system clock. A T1 source with 100 ohm impedance
or an E1 source with 100/120 ohm impedance typically usethis
connector.

EXT 2TMG

Provides for an external clock source redundant to the EXT 1
TMG source.
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19.2 Gbps Operation with the BCC-4V

Figure 3-5 BCC15-BC and BCC-3-BC Backcard Face Plate Connectors
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Another function of the line module back card isto provide two low-speed, serial communications
ports. (Refer to Table 3-3.) Thefirst port (CONTROL) isabidirectional port used for connecting the
BPX switchto alocal terminal or to amodem for aremoteterminal “dial-in” connection. The second
port (AUXILIARY) isan output only and is typically used to connect to alog printer.

The CWM NMSis connected to the LAN port on the BCC backcards. When control is provided via
an Ethernet interface, the node |P address is configured with the cnflan command for the BPX
switch, and the for redundancy the LAN ports on both BCC back cards each connected to an AUI
adapter. The LAN port of the primary Broadband Control Cardisactive. If the secondary Broadband
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Control Card becomes primary (active), then its LAN port becomes active. The CWM workstation
will automatically try to restore communications over the LAN and will interface with the newly
active Broadband Controller Card.

For small networks, one CWM workstation is adeguate to collect statistics and provide network
management. For larger networks additional CWM workstations may berequired. Refer to the Cisco
WAN Manager Operations Guide for more information.

Alarm/Status Monitor Card

The Alarm/Status Monitor (ASM) card is afront card and a member of the BPX switch Common
Core group. Only oneisrequired per node and it isinstalled in slot 15 of the BPX switch. Itisused
in conjunction with an associated back card, the Line Module for the ASM (LM-ASM) card. The
ASM and LM-ASM cards are non-critical cards used for monitoring the operation of the node and
not directly involved in system operation. Therefore, there is no provision or requirement for card
redundancy.

Features
The ASM card provides a number of support functions for the BPX switch including:

® Telco compatible alarm indicators, controls, and relay outputs.

® Node power monitoring (including provision for optional external power supplies).
® Monitoring of shelf cooling fans.

® Monitoring of shelf ambient temperature.

® Sensing for the presence of other cards that areinstalled in the BPX switch.

Functional Description

There are four significant circuits controlled by the ASM processor: alarm, power supply monitor,
fan and temperature monitor, and card detection. The alarm monitor controls the operation of the
front panel alarm LEDs and ACO and history pushbuttons as well asthe alarm relays which provide
dry contact closures for alarm outputs to customer connections. BPX switch system software
commands the ASM card to activate the major and minor alarm indicators and relays.

The power supply monitor circuit monitors the status of the -48V input to the shelf on each of the
two power buses, A and B. The status of both the A busand B power busis displayed on the ASM
front panel.

Each of the three cooling fansis monitored by the fan monitor circuit which forwards a warning to
the BPX switch system software if any fan falls below a preset RPM. Cabinet internal temperature
is also monitored by the ASM which sends the temperature to the system software so it may be
displayed on the NM S terminal . The range that can be displayed is O degrees to 60 degrees
Centigrade.

Front Panel Description

The front panel displays the status of the node and any major or minor alarms that may be present.
Figure 3-6 illustrates the front panel of the ASM card. Each front panel feature is described in
Table 3-4.
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Alarm/Status Monitor Card

Table 3-4 ASM Front Panel Controls and Indicators
Controls/
No Indicator Function
1 adarmsLEDs A red major alarm and a yellow minor alarm indicator to display the status

of thelocal node. In general, amajor dlarm is service-affecting whereas a
minor alarm is a non-service affecting failure.

2 dc LEDs Two green LEDs displaying the status of the two dc power busses on the
Stratabus backplane. On—indicates voltage within tolerance. Off—indicates
an out-of-tolerance voltage.

3 ACO/hist LEDs ACO LED (yellow) lights when the front panel ACO pushbutton is
operated. History LED (green) indicates an alarm has been detected by the
ASM at sometimein the past but may or may not be clear at present time.

4 ACO switch When operated, releases the audible alarm relay.

history clear switch  Extinguishesthe history LED if the alarm condition has cleared. If the
adarm is still present when the history clear switch is thrown, the history
LED will stay lit.

6 card status LEDs Active (green) indicates card is on-line and clear of alarms. Standby
(yellow) indicates card is off-line. Fault (red) indicates a card failureis
detected by the card self-test diagnostics.
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Alarm/Status Monitor Card

Figure 3-6 ASM Front Panel Controls and Indicators
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Alarm/Status Monitor Card

Line Module for the Alarm/Status Monitor Card

The Line Module for the Alarm/Status Monitor Card (LM-ASM) isaback card to the ASM card. It
provides asimple connector panel for interfacing to the customer alarm system. It isnot required for
system and ASM operation and must be installed in back slot number 15.

Figure 3-7 illustrates the face plate of the LM-ASM which contains a single subminiature connector
(see Table 3-5). The Alarm Relay connector provides dry-closure (no voltage) relay contact outputs.

Table 3-5 LM-ASM Face Plate Connectors
Connector/
No Indicator Function
1 ALARM RELAYS A DBI15 connector for alarm relay outputs. Refer to Chapter 3 or

Appendix C for pinouts.
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Figure 3-7 LMI-ASM Face Plate
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BPX Switch StrataBus 9.6 and 19.2 Gbps Backplanes

BPX Switch StrataBus 9.6 and 19.2 Gbps Backplanes

The BPX switch may be equipped with a backplane that supports either a9.6 or up to 19.2 Gbps
operation. The 19.2 Gbps backplane can physically be identified by the card slot fuses on the bottom
rear of the backplane. All BPX switch modules are interconnected by the BPX switch StrataBus
backplane physically located between the front card slots and the back card slots. Even though the
ATM data paths to/from the switching fabric and the interface modules are individual data
connections, there are also a number of system bus paths used for controlling the operation of the
BPX switch. The StrataBus backplane, in addition to the 15 card connectors, contains the following
signal paths:

ATM crosspoint wiring—individual paths used to carry ATM trunk data between both the
network interface and service interface module(s) and the crosspoint switching fabric.

Polling bus—used to carry enable signals between the BCC and all network interface modules.

Communications bus—used for internal communications between the BCC and all other cards
in the node.

Clock bus—used to carry timing signals between the BCC and all other system cards.

Control bus—enables either the A bus wiring or B bus wiring.

All StrataBus wiring is completely duplicated and the two sets of bus wiring operate independently
to provide complete redundancy. Either the A sidewiring or B sidewiring isenabled at any particular
time by signals on the Control bus.
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CHAPTER 4

BNI (Trunk) Cards

This chapter contains a description of the Broadband Network Interface (BNI) card and associated
backcards. For a description of the BXM cards which provide both service interfaces (line) and
network interfaces (trunk), refer to Chapter 6, BXM T3/E3, 155, and 622.

This chapter contains the following:

® BPX Switch Network Interface Group

® Broadband Network Interface Cards (BNI-T3 and BNI-E3)
® T3and E3 Line Modules (LM-3T3 and LM-3E3)

® Broadband Network Interface Cards, BNI-155

® OC-3, Line Modules (SMF, SMFLR, & MMF)

® Y-Cabling of BNI Backcard, SMF-2-BC9

BPX Switch Network Interface Group

The BPX switch network interface group of cards provides the interface between the BPX switch
and the ATM network (see Figure 4-1). The BNI series of cards (DS3, E3, and OC-3) are described
in this chapter.
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Broadband Network Interface Cards (BNI-T3 and BNI-E3)

Figure 4-1 BPX Switch Network Interface Group
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Broadband Network Interface Cards (BNI-T3 and BNI-E3)

The BNI-T3 and BNI-E3 interface the BPX switch with ATM T3 and E3 broadband trunks,
respectively. These ATM trunks may connect to either another BPX, an IPX switch equipped with
an AlIT card, or an MGX 8220.

The BNI-3T3 back card provides three DS3 interfaces on one card while the BNI-E3 back card
provides three E3 interface ports. The BNI back card types are very similar differing only in the
eectrical interface and framing. Any of the 12 general purpose slots can be used to hold these cards.
Each BNI operates as a pair with a corresponding Line Module back card.
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Features
A summary of featuresfor the BNI cardsinclude:

® BNI-T3 provides three broadband data ports operating at 44.736 Mbps.
BNI-E3 provides three broadband data ports operating at 34.368 Mbps.

® BNI T3 trunks can transmit up to 96,000 cells per second.
BNI E3 trunks can transmit up to 80,000 cells per second.

® BNI-T3 utilizes the Switched Megabit Data Service (SMDS) Physical Layer Convergence
Protocol (PLCP).

® BNI-E3 utilizesthe CCITT G.804 framing format.

® T3and E3 provide up to 32 class-based queues for each port.

® 24,000 cell transmit buffer per port.

® 800 Mbps backplane speed.

® Two-stage priority scheme for serving cells.

® Synchronize the electrical interface to either the line or the BPX switch system timing.
® Recover timing from the line for synchronizing the BPX switch timing.

® Accumulates trunk statistics for T3, E3, and OC-3.

® Optional 1:1 card redundancy using Y-cable configuration for BNI T3 and E3.

Functional Description

The BNI T3 and E3 cards are functionally alike except for the two different electrical interfaces.
Refer to Figure 4-2 illustrating the main functional blocksin the BNI-3T3 card.

The DS3 port interface on the BNI-T3 card is the DS3 Function Block, a Physical Layer Protocol
Processor (PLPP) custom semiconductor device, which implements the functions required by the
DS3 PLCP asdefined in various AT& T  technical advisories. This VLS| device operates as a
complete DS3 transmitter/receiver. Each BNI-3T3 hasthree of these devices, onefor each of the DS3
ports on the card.

Egress

In the transmit direction (from the BPX switching matrix towards the transmission facility, referred
to as egress), the BNI performs the following functions:

® Software controlled line buildout to match up to 900 feet (275 meters) of ABAM cable.
® Recevesincoming cells from the switch matrix on the BCC.

® Queues and servesthe cells based on the class-of-service algorithm.

® Setscongestion indication (EFCN) in cell header when necessary.

® Addsframe sync pattern and PLCP or G.804 overhead and transmits cells onto the T3 or E3
trunk.
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Broadband Network Interface Cards (BNI-T3 and BNI-E3)

Ingress
Inthereceive direction (from thetransmission facility towardsthe BPX switching matrix, sometimes
referred to asingress), the BNI performs the following functions:

® Recevesincoming ATM cells from the DS3 transmission facility, stripping the framing and
overhead from the received bit stream.

® Determinesthe address of theincoming cellsby scanning the Virtual Path Identifier (VPI)/Virtual
Circuit Identifier (VCI) in the cell header.

® Queuesthe cells for transmission through the switch matrix.

® Extractsreceive timing from the input framing and makes it available for node timing. Line can
operate in looped timing mode.

® Recoversclock and datafrom the bipolar B3ZS (T3) or HDB3 (E3) line signal and converts data

to unipolar.
Figure 4-2 Simplified BNI-T3, BNI-E3 Block Diagram
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Broadband Network Interface Cards (BNI-T3 and BNI-E3)

Some of the functions performed by the PLPP in the BNI-3T3 include;
® PLPP— Recelver Side
— Provides frame sync for either the M 23 or C-bit parity frame format.

— Provides alarm detection and accumulates B3ZS code violations, framing errors, parity
errors, C-bit parity errors, and far end bit error (FEBE) events.

— Detectsfar end alarm channel codes, yellow aarm, and loss of frame.

— Provides optional cell descrambling, header check sequence (HCS) error detection, and cell
filtering.

— Small receive FIFO buffer for incoming cells.

® PLPP—Transmitter Side
— Inserts proper frame bit sequence into outgoing bit stream.
— Inserts proper alarm codes to be transmitted to the far end.

— Provides optional ATM cell scrambling, HCS generation and insertion, and programmable
null cell generation.

— Small transmit FIFO for outgoing cells.

In the BNI-3E3 the PLPP isreplaced by a G.804 framer. The E3 framer obtains end-to-end
synchronization on the Frame Alignment bytes. And a E3 transmitter/receiver replaces the DS3
transmitter/receiver for the BNI-3E3.

Another major BNI function is queuing of the ATM cells waiting to be transmitted to the network
trunk. Thisiscontrolled by the Queue Service Engine. There are 32 queuesfor each of thethree ports
to support 32 classes of service, each with its programmable parameters such as minimum
bandwidth, maximum bandwidth, and priority. Queue depth is constantly monitored to provide
congestion notification (EFCN) status. The Queue Service Engine also implements a discard
mechanism for the cells tagged with Cell Loss Priority.

The destination of each cell is contained in the Virtual Path Identifier/Virtual Circuit Identifier
VPI/VCI) field of the cell header. Thisistranslated to aL ogical Connection Number viatablelookup
in the Network Address Table. Both terminating and through connections can coexist on a port.

A Serial Interface Module (SIM) provides cell interface to the StrataBus backplane. This operates at
800 Mbps. It provides a serial-to-parallel conversion of the data and loopback and pseudo-random
bit generation for test purposes.

Both BNI-T3 and BNI-E3 cards support two clock modes that are selected by the system operator
through software control. Normal clocking uses receive clock from the network or user device for
incoming data and supplies transmit clock for outgoing data. The clock obtained can be used to
synchronize the node if desired. Loop timing uses receive clock from the network for the incoming
dataand turnsthat same clock around for timing the transmit data to the network or connecting CSU.

Bandwidth Control

The transmit bandwidth can be throttled down for certain applications. For example, when
interfacing with an IPX switch E3 ATM Trunk Card, the trunk transmit rate is limited to 40,000
cells/second. If a T2 trunk adapter is used, the trunk transmit rate is limited to 14,000 cells/second.
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Loopbacks and Diagnostics

There are two types of self-tests that may be performed. A non-disruptive self test is automatically
performed on aroutine basis. A more complete, disruptive test may be initiated manually when a
card failureis suspected. If the card self-test detects afailure, the card status LEDs displays an
indication of the failure type.

Several loopback paths are provided. A digital card loopback path, used by the node for self-test,
loopsthe data at the serial DS3 or E3 interface back towards the node. A digital line loopback loops
the data at the electrical transmitter/receiver at the card output. Internally, the PLPP circuit in the
BNI-T3 has several loopbacks for use by diagnostic routines.

There are several loopback paths within the BNI for testing. A digital loopback at the DS3 or E3
transmitter/receiver to check both the transmit and receive signal paths in the near-end BNI card.
These loopbacks loop the signal in both directions, towards the StrataBus as well as towards the
output. Therefore, they can be used to support both near end and far end maintenance loopback
testing. On the BNI-3T3, thereis adigital loopback capability to the PLPP processor used for the
internal self test to basically check the operation of the signal processor.

Once atrunk has been assigned to a BNI card but before it is made active (upped), itisputina
loopback mode and a diagnostic test is continuously performed. This loopback is disruptive so it
cannot be performed on a card that has an active trunk. This diagnostic test checks the data path
through the BNI out to the BCC, through the switch matrix, and back to the BNI. Active trunks are
constantly checked by the Communications Fail test routine which is part of system software.

Front Panel Indicators

The lower section of the BNI front panel (see Figure 4-3) has a three-section, multicolored LED to
indicate the card status. The card status LED is color-coded as indicated in Table 4-1. At the upper
portion of thefront panel, thereis athree-section multicolored LED to indicate the status of thethree
portsonthe BNI. Typesof failuresareindicated by various combinations of the card statusindicators
asindicated in Table 4-2.

Table 4-1 BNI Front Panel Status Indicators
Status LED color Status Description
Port off Trunk isinactive and not carrying data.
green Trunk is actively carrying data.
yellow Trunk isin remote alarm.
red Trunk isinloca alarm.
Card green (act) Card is on-line and one or more trunks on the card have been upped. If off,

card may be operational but is not carrying traffic.

yellow (sthy) Card is off-line and in standby mode (for redundant card pairs). May not
have any upped trunks. If blinking, indicates card firmware or
configuration data is being updated.

red (fail) Card failure; card hasfailed self-test and/or isin areset mode.
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Figure 4-3 BNI-3T3 Front Panel (BNI-3E3 appears the same except for name)
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T3 and E3 Line Modules (LM-3T3 and LM-3E3)

Table 4-2 BNI Front Panel Card Failure Indications

act stby fail Failure Description

on off on Non-fatal error detected; card is still active.

off on on Non-fatal error detected; card isin standby mode.
off blinking on Fatal error detected; card isin areboot mode.

on on on Card failed boot load and operation is halted.

T3 and E3 Line Modules (LM-3T3 and LM-3E3)

The Line Modulesfor the BNI-T3 and BNI-E3 front cards are back cards used to provide a physical
interfaceto thetransmission facility. The LM-3T3isused with the BNI-T3 and the LM-3E3 with the
BNI-3E3. The Line Module connects to the BNI through the StrataBus midplane. Two adjacent
cards of the same type can be made redundant by using a Y-cable at the port connectors. All three
ports on a card must be configured the same.

Refer to Figure 4-4, Figure 4-5, and Table 4-3 which describe the faceplate connectors of the
LM-3T3 and LM-3E3. There are no controls or indicators.

The LM-3T3 and LM-3E3 provides the following features:

® BNC connectors for 75-ohm unbalanced signal connections to the transmit and receive of each
of the three ports.

® Transformer isolation from the trunk lines.
® Metdlic relaysfor line loopback when in standby mode.

A final nodeloopback isfound at the end of the LM-3T3 or LM-3E3 card. Thisisametallic loopback
path that uses arelay contact closure. It is anear-end loopback path only; the signal islooped at the
final output stage back to circuitsin the node receive side. It isonly operated when the corresponding
front card isin standby.

Table 4-3 LM-3T3 and LM-3E3 Connectors

No Connector Function

1 PORT 1RX - TX BNC connectors for the transmit and receive T3/E3 signal to/from ATM
trunk 1.

2 PORT 2RX - TX BNC connectors for the transmit and receive T3/E3 signal to/from ATM
trunk 2.

3 PORT 3RX - TX BNC connectors for the transmit and receive T3/E3 signal to/from ATM
trunk 3.
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T3 and E3 Line Modules (LM-3T3 and LM-3E3)

Figure 4-4 LM-3T3 Face Plate, Typical
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T3 and E3 Line Modules (LM-3T3 and LM-3E3)

Figure 4-5 LM-3E3 Face Plate, Typical
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Broadband Network Interface Cards, BNI-155

The BNI-155 interfacesthe BPX switch with ATM OC-3/STM-1 broadband trunks. The ATM trunk
may connect to either another BPX switch or customer CPE equipped with an ATM OC-3/STM-1
interface.

There arethree BNI-155 back cards, the LM-20C-3-SMF for single-mode fiber intermediate range,
the LM-20C-3-SMFLR for single-modefiber long range, and the LM-20C-3-MMF for multi-mode
fiber. Any of the 12 general purpose slots can be used to hold these cards. These backcards may also
be used with the ASI-155.

Features
A summary of features for the BNI-155 cards include:

® LM-OC-3-SMF and LM-OC-3-MMF cards provide two ports, each operating at 155.52 Mbps.
® Upto 353,208 cells per second.

® Upto 12 class-based queues for each port.

® 8K cell ingress (receive) VBR buffer.

® 32K cdl egress (transmit) buffers.

® 800 Mbps backplane speed.

® Two-stage priority scheme for serving cells.

® Accumulates trunk statistics for OC-3/STM-1.

® Optional 1:1 card redundancy using Y-cable configuration for BNI-155.

Overview
Egress

In the transmit direction (from the BPX switching matrix towards the transmission facility, referred
to as egress), the BNI performs the following functions (see Figure 4-6):

® Recevesincoming cells from the switch matrix on the BCC.

® Servesthe cells based on the class-of-service algorithm.

® Setscongestion indication (EFCN) in cell header when necessary.
Ingress

In the receive direction (from the transmission facility towards the BPX switching matrix, referred
to asingress), the BNI performs the following functions (see Figure 4-6):

® Receivesincoming ATM cells from the OC-3 transmission facility, stripping the framing and
overhead from the received bit stream.

® Determines the address of the incoming cells by scanning the Virtual Path Identifier/Virtual
Circuit Identifier (VPI/VCI) in the cell header.
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Functional Description

In the egress direction, the BNI-155 has 2 Queue Service Engine (QSES) which provide each of the
ports with up to 12 programmabl e queues with sel ectable parameters such as minimum bandwidth,
priority, and maximum bandwidth. The BNI queues are based on a class of service algorithm. The
BNI supports the following trunk queues:

Voice

Non-Time Stamped

Time Stamped

Bursty Data A

Bursty Data B

High Priority (Network Management Traffic)
CBR

VBR

In theingress direction, the BNI-155 has 2 Cell Input Engines (CIEs) that convert theincoming cell
headers to the appropriate connection 1D based on input from a Network Address Table.

The Serial Interface Unit (SIU) provides the BNI with an 800 Mbps cell interface to the StrataBus.
It provides serial-to-parallel conversion of data, along with loopback and test signal generation
capabilities.

The Line Interface Unit (LIU) performs the following ingress functions:

Provides framing detection and synchronization.

Provides the ahility to extract timing from the incoming signal, and use it as areceive clock for
incoming data, while providing transmit clock in the other direction. Alternatively, loop timing
can be used to turn the receive clock back around to be used asatransmit clock. Thereceive clock
may also be used to synchronize the node.

Detects alarms, frame errors, and parity errors.

Detects far end errors, including framing errors, and yellow aarm indications.
Provides optional cell descrambling, header error check (HEC), and idle cell filtering.
Provides a small FIFO buffer for incoming cells.

Provides optical to electrical conversion.
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The Line Interface Unit (LIU) performs the following egress functions:

Inserts the appropriate framing into the outgoing bit stream.

Inserts any alarm codes for transmission to the far end.

Provides optional cell scrambling, HEC generation, and idle cell insertion.

Provides a small FIFO buffer outing cells.

Provides electrical to optical conversion.

Simplified BNI-155 Block Diagram

Control/Admin
processor
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Network
address table

AA

CIE port 1

LIU = Line Interface Unit
CIE = Cell Input Engine
QSE = Queue Service Engine

CIE port 2
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Front Panel Indicators

The BNI-155 front panel (see Figure 4-7) has a three-section, multicolored “card” LED to indicate
the card status. The card status LED is color-coded asindicated in Table 4-4. A three-section
multicolored “port” LED indicates the status of the two ports on the BNI-155. Types of failures are
indicated by various combinations of the card status indicators as indicated in Table 4-5.

Y

QSE port 2

LIU port 2

o 4]
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Table 4-4 BNI-155 Front Panel Status Indicators
Status LED color Status Description
port off Trunk isinactive and not carrying data.
green Trunk is actively carrying data.
yellow Trunk isin remote alarm.
red Trunk isinloca aarm.
card green (act) Card is on-line and one or more trunks on the card have been upped. If
off, card may be operational but is not carrying traffic.
yellow (stby) Card is off-line and in standby mode (for redundant card pairs). May not
have any upped trunks. If blinking, indicates card firmware or
configuration data is being updated.
red (fail) Card failure; card has failed self-test and/or isin areset mode.
Table 4-5 BNI Front Panel Card Failure Indications
act stby fail Failure Description
on off on Non-fatal error detected; card is still active.
off on on Non-fatal error detected; card isin standby mode.
off blinking on Fatal error detected; card isin areboot mode.
on on on Card failed boot load and operation is halted.
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Figure 4-7 BNI-155 Front Panel
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OC-3, Line Modules (SMF, SMFLR, & MMF)

The Line Modulesfor the OC-3 BNI cards are back cards used to provide a physical interface to the
transmission facility. There are three types, a single-mode fiber intermediate range, single-mode
fiber long range, and a multi-mode fiber backcard. The Line Modules connect to the BNI through
the StrataBus midplane.

For connector information, refer to Figure 4-8 and Table 4-6 for the LM-OC-3-SMF and to
Figure 4-9 and Table 4-7 for the LM-OC-3-MMF. The LM-OC-3-SMFLR uses the same type of
connectors as the LM-OC-3-SMF.

Table 4-6 LM-OC-3-SMF and LM-OC-3-SMFLR Connectors

No Connector  Function

PORT FC-PC connectors for the transmit and receive OC-3 signal to/from ATM trunk 1.
2 PORT FC-PC connectors for the transmit and receive OC-3 signal to/from ATM trunk 2.
Table 4-7 LM-OC-3-MMF Connectors

No Connector  Function

1 PORT Duplex SC connectors for the transmit and receive OC-3 signal to/from ATM trunk 1.

2 PORT Duplex SC connectors for the transmit and receive OC-3 signal to/from ATM trunk 2.
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Figure 4-8 LM-20C-3-SMF Face Plate
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OC-3, Line Modules (SMF, SMFLR, & MMF)

Figure 4-9 LM-20C-3-MMF Face Plate
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Y-Cabling of BNI Backcard, SMF-2-BC

The LM-OC-3-SMF (Model SMF-2-BC) backcards may be Y-cabled for redundancy using the
Y-Cable splitter shown in Figure 4-10. The cards must be configured for Y-Cable redundancy using
the addyred command.

Figure 4-10 Y-Cable (Model SMFY), LC-OC-3-SMF (Model SMF-2-BC)
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CHAPTER 5

ASI Service Interface (Line) Cards

Thischapter contains adescription of the ATM Service Interface (ASl) and associated backcards.For
adescription of the BXM cards which provide both service interfaces (line) and network interfaces
(trunk), refer to Chapter 6, BXM T3/E3, 155, and 622.

This chapter contains the following:

® BPX Switch Service Interface Group Summary
® ASI-1, ATM Service Interface Card

® LM-2T3Module

® LM-2E3 Module

® ASI-155, ATM Service Interface Card

® ASI-155Line Module, LM-20C-3-SMF

® ASI-155Line Module, LM-20C-3-SMFLR

® ASI-155 Line Module, 20C-3-MMF

® Y-Cabling of ASI Backcard, SMF-2-BC

BPX Switch Service Interface Group Summary

The BPX switch serviceinterface group of cards providesan ATM interface between the BPX switch
and CPE (seeFigure 5-1). The ASI seriesof cards (DS3, E3, and OC-3) are described in this chapter.

ASI Service Interface (Line) Cards 5-1



ASI-1, ATM Service Interface Card

Figure 5-1 BPX Switch Service Interface Group
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; or BXM-622-SMF Back card
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} BXM-155-MMF, 3
| BXM-155-SMF, '
| or 1
} BXM-155-SMFLR }
' BPX service interface group !

ASI-1, ATM Service Interface Card

The ATM Service Interface Card for T3 and E3 interfaces (ASI-1) isafront card for usein the BPX
switch to interface an ATM user device, such as, Customer Premise Equipment (CPE). The ASI
provides an industry-standard ATM User-to-Network I nterface (UNI) or ATM Network-to-Network
Interface (NNI) to the BPX switching fabric.

Features
A summary of featuresfor the ASI card include;

® Two 45 Mb T3 ATM UNI/NNI ports per card for connection of user devices.

® Allows connections between UNI ports on asingle node, between nodes, and NNI connections
between networks.

® Maximum of 1000 connections per card.
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ASI-1, ATM Service Interface Card

Aggregate transport rate of 96,000 cps per port (T3) or 80,000 cps (E3).

VCC and/or VPC addressing.

Ingressto ASI, each PV C is assigned a separate input queue.

Egress from ASlI, sixteen fixed queues per ling, including CBR, VBR, and ABR queues.

Optional 1:1 card redundancy using Y-cable configuration.

Functional Description

Each ASI-1 card provides two ATM UNI/NNI ports, each operating at DS3 rates or E3 rates (see
Figure 5-2). Any of the 12 general purpose slots can be used to hold these cards. The ASI-1 operates
with a corresponding T3 or E3 Line Module back card LM-2T3 or LM-2E3, respectively. Only the
first two connectors on the back card are active; the lower port is not used.

Figure 5-2 ASI-1 Simplified Block Diagram
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Each port provides an aggregate ATM connection bandwidth of 96,000 cells/second (T3)
or 80,000 cells/sec (E3), or 353,208 cells/sec (OC-3).

Connections are added using the addcon command.

Some of the functions performed by the PLPP in the ASI-1 include:
PLPP—Receiver Side

Provides frame sync for the C-bit parity frame format.

Provides alarm detection and accumulates B3ZS code violations framing errors, parity errors,

C-bit parity errors, and far end bit error (FEBE) events.

Detects far end alarm channel codes, yellow alarm, and loss of frame.
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ASI-1, ATM Service Interface Card

® Provides optional cell descrambling, header check sequence (HCS) error detection, and cell
filtering.

® Small receive FIFO buffer for incoming cells.

Connectionsarerouted using the VPI and V Cl addressfieldsin the UNI header. The allowablerange
for VPI isfrom 0 to 255 (UNI) and 0 to 1023 (NNI), while VCI can range from 1 to 65535. A total
of 1000 combinations of these can be used per ASI card at any one time.

A total of 1000 logical connections (ungrouped) may be configured for the node at any onetime. On
the BPX switch, 5000 grouped connections can be configured. The ASI-1 supports 1000 connections
per card.

Two connection addressing modes are supported. The user may enter aunique VPI/VCI addressin
which case the BPX switch functions as avirtua circuit switch. Or the user may enter only a VPl
addressin which case al circuits are switched to the same destination port and the BPX switch
functions as avirtual path switch in this case.

There are sixteen egress queues per line (port), including CBR, VBR, and ABR. When a connection
isadded, the user selects either constant bit rate (CBR), variable bit rate (VBR), or available bit rate
(ABR, which uses ForeSight). The CBR queue has higher priority. Queue depth is specified when
configuring aline. Maximum depth that can be specified for any one queueis 11,000 cells. Total
queue depth cannot exceed 22,000 cells.

Configuring Connections (ATM over ASI Example)

Connections are routed between CPE connected to ASI ports (see Figure 5-3). Before adding
connections, an ASI lineis upped with the upln command and configured with the cnfln command.
Then the associated port is configured with the cnfport command and upped with the upport
command. Following this, the ATM connections are added via the addcon command with the
syntax: slot.port.vpi.vci. The example shows aconnection between alpha4.1.1.1 and ganma6.1.1.1.

The slot number isthe ASI card slot on the BPX switch. The port number is one of two ports on the
ASl, the VPI isthevirtual path identifier, and the VCI isthe virtual circuit identifier. (The top two
ports on the LM-2T3 card are used, the bottom oneis not.)

The VPI and VCI fields have significance only to the local BPX switch, and are translated by tables
in the BPX switch to route the connection. Connections are automatically routed by the AutoRoute
feature once the connection endpoints are specified.

Connections can be either Virtual Path Connections (VPC) or Virtual Circuit Connections (VCC).
Virtual Path Connectionsareidentified by an* inthe VCI field. Virtual Circuit Connections specify
both the VPI and V CI fields. Refer to the Cisco WAN Switching Command Reference for further
information.
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Figure 5-3 ATM Connection via ASI Ports
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at alpha: addcon 4.1.1.1 gamma 6.1.1.1 [connection parameters...]

Monitoring Statistics

Port, line, and channel statistics are collected by the ASI-1. Refer to the Cisco SrataView Plus
Operations Guide for alisting and description of these statistics.

Front Panel Description

The ASI front panel (see Figure 5-4) has a three-section, multicolored “card” LED to indicate the
card status. Thecard statusLED is color-coded asindicated in Table 5-1. A two-section multicolored
“port” LED indicates the status of the two ports on the AS|. The port status LED display is
color-coded asindicated in Table 5-1.
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ASI-1, ATM Service Interface Card

Table 5-1 ASI-1 Status Indicators

Status LED color

Status Description

port off Lineisinactive and not carrying data.
green Lineisactively carrying data.
yellow Lineisin remote alarm.
red Lineisinloca aarm.
card green (act) Card is on-line and one or more ports on the card have been upped. If off,
card may be operational but is not carrying traffic.
yellow (stby) Card is off-line and in standby mode (for redundant card pairs). May not
have any upped ports. If blinking, indicates card firmware or configuration
datais being updated.
red (fail) Reserved for card failure.
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Figure 5-4 ASI-1 Front Panel
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T3 and E3 Line Modules (LM-3T3 and LM-3E3)

The Line Modulesfor the ASI-T3 and ASI-E3 front cards are back cards used to provide a physical
interface to the transmission facility. They are the same backcards used by the BNI-T3 and BNI-ES3,
except that only two ports are used by the ASI. The LM-3T3 is used with the BNI-T3 and the
LM-3E3 with the BNI-3E3. The Line Module connects to the BNI through the StrataBus midplane.
Two adjacent cards of the same type can be made redundant by using a Y-cable at the port
connectors. All three ports on a card must be configured the same.

Refer to Figure 5-5, Figure 5-6, and Table 5-2 which describe the faceplate connectors of the
LM-3T3 and LM-3E3. There are no controls or indicators.

The LM-3T3 and LM-3E3 provide the following features:

® BNC connectors for 75-ohm unbalanced signal connections to the transmit and receive of each
of the three ports.

® Transformer isolation from the trunk lines.
® Metalic relaysfor line loopback when in standby mode.

A final nodeloopback isfound at the end of the LM-3T3 or LM-3E3 card. Thisisametallicloopback
path that uses arelay contact closure. It is anear-end loopback path only; the signal islooped at the
final output stage back to circuitsin the node receive side. It isonly operated when the corresponding
front card isin standby.

Table 5-2 LM-3T3 and LM-3E3 Connectors

No Connector Function

1 PORT 1RX - TX BNC connectors for the transmit and receive T3/E3 signal to/from ATM
trunk 1.

2 PORT 2RX - TX BNC connectors for the transmit and receive T3/E3 signal to/from ATM
trunk 2.

3 PORT 3RX - TX BNC connectors for the transmit and receive T3/E3 signal to/from ATM
trunk 3.
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T3 and E3 Line Modules (LM-3T3 and LM-3E3)

Figure 5-5 Line Module, ASI, LM-3T3 (only two ports used)
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T3 and E3 Line Modules (LM-3T3 and LM-3E3)

Figure 5-6 Line Module, ASI, LM-3E3 (only two ports used)

@}

pORT* W \ Port 1
@i

Q @ c R
T
”"W [T~ Port 2
RX
Q"
e
W [T~ Port3
. RX
G
9

M/
5E3

H8031

5-10 Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



ASI-155, ATM Service Interface Card

ASI-155, ATM Service Interface Card

The ATM Service Interface Card for OC-3/STM-1, the ASI-155, isa BPX switch front card used to
interface with an ATM user device e.g., CPE. The AS| provides an industry-standard ATM
User-to-Network Interface (UNI) or ATM Network-to-Network Interface (NNI) over OC-3 linesto
the BPX switching fabric.

There are three ASI-155 back cards, the LM-20C-3-SMF for single-mode fiber intermediate range,
the LM-20C-3-SMFLR for single-modefiber long range, and the LM-20C-3-MMF for multi-mode
fiber. Any of the 12 general purpose slots can be used to hold these cards. These backcards may
also be used with the BNI-155

Features
A summary of featuresfor the ASI-155 card include:

® Virtual Path (VP) aswell as Virtual Circuit (VC) connections.
® Support for 1000 connections per port for each of the two ports on the ASI-155 card.

® Twoport OC-3 SONET/SDH ATM with each port operating at a155.52 Mbpsrate (353,208 cells
per second).

® Allows connections between UNI ports on a single node, between nodes, and NNI connections
between networks.

® Usage Parameter Control using leaky bucket algorithm to control admission to the network.
® Sdlective Cell Discard.

® 8K cell ingress (receive) VBR buffer.

® 32K cdl egress (transmit) buffers.

® 2 connection types: CBR and VBR.

® ATM cdll structure and format per ATM Forum UNI v3.1.

® End-to-end OAM flows and end-to-end loopback per ATM Forum UNI v3.1.

® External segment flows consisting of segment loopback cells per ATM Forum UNI v3.1.

® Egressfrom ASl, twelve fixed queues per line, including CBR and VBR queues.

® Optional 1:1 card redundancy using Y-cable configuration.

Overview

Connectionsarerouted using the VPI and V Cl addressfieldsin the UNI header. The allowablerange
for VPI isfrom 0 to 255 (UNI) and 0 to 1023 (NNI), while VCI can range from 1 to 65535. A total
of 1000 combinations of these can be used per ASI card at any onetime. Future releaseswill support
the full ATM address range.

There are two connection addressing modes supported. The user may enter a unique VPI/VCI
address in which case the BPX switch functions as a virtual circuit switch. Or the user may enter
only aVPI addressin which case all circuits are switched to the same destination port and the BPX
switch functions as a virtual path switch in this case.

There are 12 egress queues per line (port), two of which are used. These are for CBR and VBR.
When a connection is added, the user selects either a constant bit rate (CBR) or variable bit rate
(VBR) connection class.
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Configuring Connections
Connections are routed between CPE connected to ASI ports. Before adding connections, an AS
lineis upped with the upln command and configured with the cnfln command. Then the associated
port is configured with the cnfport command and upped with the upport command. Following this,
the ATM connections are added via the addcon command with the syntax: slot.port.vpi.vci.

The slot number isthe ASI card slot on the BPX switch. The port number is one of two ports on the
ASl, the VPI isthevirtual path identifier, and the VCI isthe virtual circuit identifier.

The VPI and VCI fields have significance only to the local BPX switch and are translated by tables
in the BPX switch to route the connection. Connections are automatically routed by the AutoRoute
feature once the connection endpoints are specified.

Connections can be either Virtual Path Connections (VPC) or Virtual Circuit Connections (VCC).
Virtual Path Connectionsareidentified by an* inthe VCI field. Virtual Circuit Connections specify
both the VPI and VCI fields.

ATM to Frame Relay Network and Service Interworking connectionsto the ASI are al so supported.
In the case of Network Interworking, the user CPE must be aware of the interworking function and
provide the appropriate protocol mapping.

Refer to the Cisco WAN Switching Command Reference for further information.

Functional Description

For ingresstraffic, the ATM Layer Interface (ALI) provides traffic management and admission
controls (UPC) for the ASI-155 (see Figure 5-7). The ASI-155 supports CBR and VBR connections
and employs asingle leaky bucket GCRA mechanism for policing cell streams seeking entrance to
the network. Each PVC (VPC.VCC) is policed separately, providing firewalling between
connections, and assuring that each connection usesonly afair share of network bandwidth. The ALI
also performsingress OAM functions.

The single leaky bucket policing function isimplemented using a GCRA (Generic Rate Algorithm)
defined by two parameters:

® Rate (wherel, expected arrival interval is defined as 1/Rate)
® Deviation (L)

Intheingress direction, the ASI-155 has 2 Cell Input Engines (CIES) that convert theincoming cell
headers to the appropriate connection 1D based on input from a Network Address Table.

For egresstraffic, the Supervisory Cell Filter (SCF) provides routing and direction of non-datacells,
such astest cells and OAM cells.

The Serial Interface Unit (SIU) provides the ASI with an 800 Mbps cell interface to the StrataBus.
It provides serial-to-parallel conversion of data, along with loopback and test signal generation
capabilities.

The Line Interface Unit (LIU) performs the following ingress functions:
® Provides framing detection and synchronization.

® Providesthe ability to extract timing from the incoming signal, and use it as a receive clock for
incoming data, while providing transmit clock in the other direction. Alternatively, loop timing
can be used to turn the receive clock back around to be used asatransmit clock. Thereceive clock
may also be used to synchronize the node.

® Detects alarms, frame errors, and parity errors.

® Detectsfar end errors, including framing errors, and yellow alarm indications.
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® Provides optional cell descrambling, header error check (HEC), and idle cell filtering.
® Providesasmall FIFO buffer for incoming cells.

® Providesoptical to electrical conversion.

The Line Interface Unit (LIU) performs the following egress functions:

® |nsertsthe appropriate framing into the outgoing bit stream.

® |nserts any alarm codes for transmission to the far end.

® Provides optional cell scrambling, HEC generation, and idle cell insertion.

® Providesasmall FIFO buffer outing cells.

® Provideselectrical to optical conversion.

Figure 5-7 ASI-155 Simplified Block Diagram
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interface processor CIE = Cell Input Engine
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A ALI = ATM Layer Interface
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Monitoring Statistics
Port, line, and channel statistics are collected by the ASI-155. The StrataView Plus workstation is
used to collect and monitor these statistics. For additional information regarding ASI-155 statistics
refer to the Cisco SrataView Plus Operations Guide.

Front Panel Indicators
The ASI-155 front panel (see Figure 5-8) has a three-section, multicolored “card” LED to indicate
the card status. The card status LED is color-coded asindicated in Table 5-3. A two-section
multicolored “port” LED indicates the status of the two ports on the ASI-155. The port status LED
display is color-coded as indicated in Table 5-3.
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Table 5-3 ASI-155 Status Indicators

Status LED color

Status Description

port off Lineisinactive and not carrying data.
green Lineisactively carrying data.
yellow Lineisin remote alarm.
red Lineisinloca aarm.
card green (act) Card is on-line and one or more ports on the card have been upped. If off,
card may be operational but is not carrying traffic.
yellow (stby) Card is off-line and in standby mode (for redundant card pairs). May not
have any upped ports. If blinking, indicates card firmware or configuration
datais being updated.
red (fail) Reserved for card failure.
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Figure 5-8 ASI-155 Front Panel
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ASI-155 Line Module, LM-20C-3-SMF

The LM- 20C-3 -SMF (Model SMF-2-BC) line module for the ASI-155 Front Card is a backcard
that provides a SMF intermediate range service interface. The line module connectsto the ASI-155
through the StrataBus midplane. Two adjacent cards of the same type can be made redundant by
using a Y-cable at the port connectors. Thisisthe same LM-20C-3-SMF backcard (Figure 4-8) that
is used for the BNI-155.

ASI-155 Line Module, LM-20C-3-SMFLR

The LM- 20C-3 -SMFLR (Model SMFLR-2-BC) line module for the ASI-155 Front Card isa
backcard that providesa SMF long range serviceinterface. Theline module connectsto the ASI-155
through the StrataBus midplane. Thisisthe same LM-20C-3-SMFLR backcard that is used for the
BNI-155.

ASI-155 Line Module, LM-20C-3-MMF

The LM-20C-3-MMF (Model MMF-2-BC) line module for the ASI-155 Front Card is a backcard
that provides a MMF service interface (Figure 4-9). The line module connects to the ASI-155
through the StrataBus midplane. Thisis the same LM-20C-3-SMF backcard that is used for the
BNI-155.

Y-Cabling of ASI Backcard, SMF-2-BC

The LM-OC-3-SMF (Model SMF-2-BC) backcards may be Y-cabled for redundancy using the
Y-Cable splitter (Model SMFY) as shownin Figure 4-10. The cards must be configured for Y-Cable
redundancy using the addyred command
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CHAPTER 6

BXM T3/E3, 155, and 622

Thischapter describesthe BXM card setswhichincludethe BXM T3/E3, BXM-155, and BXM-622.
The BXM cards may be configured for either trunk or service (port UNI) mode. In trunk mode they
provide BPX network interfaces and in service (port UNI) mode they provide service accessto CPE.

The chapter includes the following:

Label Switching

Dynamic Resource Partitioning for SPVCs
BXM Cards

BXM Capahilities

Card Operation

BXM Functional Description

Fault Management and Statistics
Technical Specifications

General SONET Notes

User Commands

Configuring Connections

Command Line Interface Examples
Configuring the BPX Switch for SVCs
Configuring the MGX 8220

Resource Partitioning

Label Switching

Starting with switch software release 9.1, the BXM a so supports label switching. Partitions for the
BXM can be allocated either between:

SVCsand PVCs, or
Label switching virtual circuits (LVCs) and PV Cs.

For information on Label Switching, refer to Chapter 16, MPLS on BPX Switch.

BXM T3/E3, 155, and 622 6-1



Dynamic Resource Partitioning for SPVCs

Dynamic Resource Partitioning for SPVCs

BXM Cards

The BXM card supports dynamic resource partitioning to support the conversion of PV Csto soft
permanent virtual circuits (SPVCs). Thisfeatureis described in Cisco WAN Service Node Extended
Services Processor Installation and Operations for Release 2.2.

A BXM card set, using Application Specific Integrated Circuit (ASIC) technology, provides high
speed ATM connectivity, flexibility, and scalability. The card set is comprised of afront card that
provides the processing, management, and switching of ATM traffic and of aback card that provides
the physical interface for the card set. An example of a BPX switch network provisioned with
BXM-622 cards is shown in Figure 6-1.

The BXM card group includes the BXM-T3/E3, BXM-155, and BXM-622. These cards may be
configured to support either trunk (network) or port (service access) interfaces. The BXM T3/E3is
available in 8 or 12 port versions with T3/E3 interfaces. The BXM-155 is availablein 4 or 8 port
versions with OC-3/STM-1 interfaces. The BXM-622 isavailablein 1 or 2 port versions with
OC-12/STM-4 interfaces. The BXM card sets are compliant with ATM UNI 3.1 and Traffic
Management 4.0 including ABR VSV D and provide the capacity to meet the needs of emerging
bandwidth driven applications.

For additional information on ATM Connections, refer to Chapter 8, ATM Connections.

Figure 6-1 A BPX Switch Network with BXM Cards
| | | |
ATM
Hub PoP
OC-3 UNI ‘ 0OC-12 UNI H
BPX BPX
—{ATM
— Hub | oc-12 UNI >< ><
‘ DS3
oc-12isTM-4 | BPX Access
Backbone >< Network
‘ DS3
BPX BPX
DS3
X X ,
T 5
OC-3 UNI DSS—‘ LOC-12 UNI 8

The BXM cards are designed to support all the following service classes: Constant Bit Rate (CBR),
real time and no-real time Variable Bit Rate (rt-VBR and nrt-VBR), Available Bit Rate (ABR with
VSVD, ABR without VSVD, and ABR using Foresight), and Unspecified Bit Rate (UBR). ABR
with VSVD supports explicit rate marking and Congestion Indication (Cl) control.

All software and administration firmware for the BXM card is downloadable from the BCC and is
operated by the BXM on-board sub-system processor.

A BXM card set consists of afront and back card. The BXM T3/E3 is available with a universa
BPX-T3/E3 backcard in 8 or 12 port versions. The BXM-OC-3 is available with 4 or 8 port
multi-mode fiber (MMF), single mode fiber (SMF), or single mode fiber long reach (SMFLR) back
cards. The BXM-OC-12 is available with 1 or 2 port SMF or SMFLR back cards.
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Any of the 12 general purpose slots can be used for the BXM cards. The same backcards are used
whether the BXM ports are configured as trunks or lines. Table 6-1 and Table 6-2 list the available
front and back card options for the BXM-T3/E3, BXM-155, and BXM-622.

Table 6-1 BXM T3/E3, BXM-155, and BXM 622 Front Card Options

Front Card No. of C_Zell Buffer Connections Back Cards

Model Number Ports (ingress/egress) per card

T3/E3 (45 Mbps/34M bps)

BXM-T3-8 8 100k/130k 16k/32k BPX-T3/E3-BC

BXM-E3-8 8 100k/130k 16k/32k BPX-T3/E3-BC

BXM-T3-12 12 100k/230k 16k/32k BPX-T3/E3-BC

BXM-E3-12 12 100k/230k 16k/32k BPX-T3/E3-BC

OC-3/STM-1 (155.52 M bps)

BXM-155-8 8 230k/230k 16k MMF-155-8 SMF-155-8
SMFLR-155-8

BXM-155-4 4 100k/230k 16K MMF-155-4 SMF-155-4
SMFLR-155-4

OC-12/STM-4 (622.08 M bps)

BXM-622-2 2 230k/230k 16K SMF-622-2
SMFLR-622-2
SMFXLR-622-2

BXM-622 1 130k/230k 16K/32K SMF-622 SMFLR-622
SMFXLR-622

*The BXM cards can be configured for either, but not both, trunk or service access (UNI) on acard
by card basis. Once acard is so configured, all ports are either trunk or service interfaces until the
card is reconfigured.

**The BPX-T3/E3-BC universal backcard supports 8 or 12 ports.
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Table 6-2 BXM-T3/E3, BXM-155, and BXM-622 Back Cards
Optical Range
Back Card No. of (less than or
Model Number Ports Description equal to)
T3/E3 (45 Mbps/34 M bps)
BPX-T3/E3-BC 8/12 Universal T3/E3 backcard for n/a

8 or 12 port card configurations

OC-3/STM-1 (155.520 M bps)

MMF-155-8 8 Multi-Mode Fiber 2km

MMF-155-4 4 Multi-Mode Fiber 2km

SMF-155-8 8 Single-Mode Fiber 20km
SMF-155-4 4 Single-Mode Fiber 20km
SMFLR-155-8 8 Single-Mode Fiber Long Reach 40km
SMFLR-155-4 4 Single-Mode Fiber Long Reach 40km

OC-12/STM-4 (622.08 M bps)

SMF-622-2 2 Single-Mode Fiber 20km
SMF-622 1 Single-Mode Fiber 20km
SMFLR-622-2 2 Single-Mode Fiber Long Range 40km
SMFLR-622 1 Single-Mode Fiber Long Range 40km

BXM Capabilities

The following lists some of the major capabilities of the BXM cards:

Features
® Virtual Path (VP) aswell as Virtual Circuit (VC) connections.

® Support both PVC and SV C connections.
® Connections supported per card:
— 16,000 to 32,000 connections per card depending on configuration.
® BXM, T3/E3 ATM with 8 or 12 ports, either T3 at a44.736 Mbps rate, or E3 at a 34.368 rate.

® BXM, OC-3/STM-1 ATM: four or eight ports, with each port operating at a 155.52 Mbps rate,
353,208 cells per second (full OC-3 rate).

® BXM, OC-12/STM-4 ATM: one or two ports, with each port operating at a 622.08 Mbps rate,
1,412,830 cells per second (full OC-12 rate).

® Selective Cell Discard.

® Upto 228,300 cell ingress (receive) buffers depending on card configuration.
® Upto 228,300 cell egress (transmit) buffers depending on card configuration.
® CBR, VBR, ABR, and UBR service classes.
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ATM Layer

ATM cell structure and format per ATM Forum UNI v3.1.

L oopback support.

1:1 card redundancy using Y-cable configuration.

A BXM card may be configured for either network or port (access) operation.

UNI port option conforming to ATM Forum UNI v3.1 specification.
ATM cell structure and format supported per ATM UNI v3.1 and ITU 1.361.
Header Error Correction (HEC) field calculation and processing supported per ITU 1.432.

Usage Parameter Control using single and dual 1eaky bucket algorithm, as applicable, to control
admission to the network per ATM Forum 4.0 Traffic Management.

Provides up to 16 CoS's with the following configurable parameters:

Minimum service rate.

Maximum queue depth.

Frame discard enable.

Cell Loss Priority (CLP) High and Low thresholds.
Service priority level.

Explicit Forward Congestion Indication (EFCI) threshold.

Per VVC Queuing.
Support for UBR CoS with Early Packet Discard.

Failure alarm monitoring per T1.64b.

ATM layer OAM functionality.

Congestion control mechanisms:

— ABR with Virtual Source Virtual Destination (VSVD).
— ABR with Explicit Rate (ER) stamping/EFCI tagging.
— ABR with ForeSight.

Self-test and diagnostic facility.
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Service Types

The BXM cards support the full range of ATM service types per ATM Forum TM 4.0.
CBR Service:
® Usage Parameter Control (UPC) and Admission Control.
® UPC: Ingress rate monitoring and discarding per 1.371 for:
— Pesk Céll Rate (PCR).
— Cédl Transfer Delay Variation (CTDV).
VBR Service:
® Usage Parameter Control (UPC) and Admission Control.
® UPC: Ingress rate monitoring and cell tagging per ITU-T 1.371 for:
— Sustained Cell Rate (SCR).
— Pesk Céll Rate (PCR).
— Burst Tolerance (BT).
® CLPtagging, enabled or disabled on a per VC basis at the Ingress side.
ABR Service:
® Based on Virtual Source Virtual Destination (VSVD) per ATM Forum TM4.0.
® VSVD.

— VSVDs provide Resource Management (RM) cell generation and termination to support
congestion control loops.

— A virtual connection queue (VCQ) isassigned to aVC in the ingress direction.
— VCQ configurable parameters:
— CLPHi and Lo thresholds.
M aximum queue depth.
Reserved queue depth.
Congestion threshold.
® ABR congestion control.
Based on Explicit rate stamping/EFCI cell tagging and ingress rate monitoring per ITU-T 1.371.
— ABR with Virtual Source Virtual Destination (VSVD).
— ABR with Explicit Rate (ER) stamping/EFCI tagging.
— ABR with ForeSight.
UBR Service:
® Based on UPC and admission control including EPD.
® Based on Explicit Rate Marking/EFCI cell tagging and ingress rate monitoring per ITU-T 1.371.
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Virtual Interfaces

® VPI/VCI used to identify virtual connection.

® Support for up to 32 virtual interfaces per card, each with 16 CoS queues.

® Virtual Interface parameters:

— Physical port (trunk or access).

— Peak Service Rate (PSR).

— Minimum Service Rate (MSR).

— Maximum resource allocation.

Card Operation

BXM Front Card Indicators

The BXM front panel has athree-section, multi-colored “card” LED to indicate the card status.

A two-port BXM-622, an 8-port BXM-155 front card, and a 12-port BXM-T3/E3 are shown in
Figure 6-2, Figure 6-3, and Figure 6-4. The card status LED is col or-coded asindicated in Table 6-3.
A three-section multi-colored “port” LED indicates the status of the ports. Types of failures are
indicated by various combinations of the card status indicators as indicated in Table 6-4.

Table 6-3
Status

port

card

Table 6-4
act

on
off

off

BXM Front Panel Status Indicators

LED color
off

green
yellow

red

green (act)

yellow (stby)

red (fail)

Status Description

Trunk/line isinactive and not carrying data.
Trunk/line is actively carrying data.
Trunk/line isin remote alarm.
Trunk/lineisinlocal aarm.

Cardison-line and one or more trunks/lines on the card have been upped. |If
off, card may be operational but is not carrying traffic.

Card is off-line and in standby mode (for redundant card pairs). May not
have any upped trunkg/lines. If blinking, indicates card firmware or
configuration datais being updated.

Card failure; card has failed self-test and/or isin areset mode.

BXM Front Panel Card Failure Indicators

stby
off
on

blinking

fail

on

on

on

Failure Description
Non-fatal error detected; card is still active.
Non-fatal error detected; card isin standby mode.

Fatal error detected; card isin areboot mode.
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act stby fail Failure Description
on on on Card failed boot load and operation is halted.
Figure 6-2 BXM-622 Front Panel, Two-Port Card Shown
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Figure 6-3 BXM-155 Front Panel, Eight-Port Card Shown
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Figure 6-4 BXM-T3/E3 Front Panel, 12-Port Card Shown
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BXM, Backcard Connectors
The BXM backcards connect to the BXM front cards through the StrataBus midplane.

The BXM-622 is available in one or two port versions in either a single-mode fiber intermediate
range (SMF) or asingle-mode fiber long range (SMFLR) backcard. Connector informationislisted
in Table 6-5 and a 2-port SMF card is shown in Figure 6-5.

Table 6-5 BXM-622 Backcards

No. Connector Function

lor2 PORT Two FC connectors per port, one each for the transmit and receive signal.

The BXM-155 isavailable in four or eight port versions in a choice of multi-mode fiber (MMF),
single-mode fiber intermediate range (SMF), or single-mode fiber long range (SMFLR) backcards.
Connector information islisted in Table 6-6 and an 8-port SMF card is shown in Figure 6-6.

Table 6-6 BXM-155 Backcards

No. Connector Function

40r8 PORT One SC connector per port, accommodates both the transmit and receive signals.

The BXM-STM1-4 isavailablein afour-port version that provides an electrical interface where the
longer line lengths provided by the BXM optical backcards are not required. Connector information
islisted in Table 6-7 and the backcard is shown in Figure 6-7.

Table 6-7 BXM-STM1-EL4 Backcard
No. Connector Function
4 PORT Two SMB connectors per port, one each for the transmit and receive signals.

The BXM-T3/E3 isavailablein eight or twelve port versions. Connector information islisted in
Table 6-8 and a 12-port T3/E3 card is shown in Figure 6-8.

Table 6-8 BXM-T3/E3 Backcards
No. Connector Function
8or12 PORT Two SMB connectors per port, one each for the transmit and receive signals.

For SONET APS, card redundancy is provided by the use of two standard BXM front cards and two
special backcards. The special backcards are the SMF-155-4R or -8R, SMF LR-4R or -8R, SMF
-622 -1R or -2R, or SMFLR-1R or -2R. The two backcards are connected together by a BPX
Redundant Backplane which mates with the BPX Midplane. The connectors are the same asfor the
standard backcards. An APS backcard is shown in (Figure 6-10, and the BPX Redundnant
Backplane is shown in (Figure 6-11).

BXM T3/E3, 155, and 622 6-11



Card Operation

Figure 6-5 SMF-622-2, SMFLR-622-2, and SMFXLR-622-2 Back Card
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Figure 6-6 BXM-155-8 Port Backcard, MMF, SMF, or SMFLR
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Figure 6-7 BPX-STM1-EL-4 Back Card
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Figure 6-8 BPX-T3/E3 Back Card, 12-Port Option Shown
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Y-Cabling of SMF-622 Series Backcards

The SMF-622 series backcards may be Y-cabled for redundancy using the Y-Cable splitter shownin
Figure 6-9. The cards must be configured for Y-Cable redundancy using the addyred command.

Figure 6-9 Y-Cabling of SMF-622 Series Backcards
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APS Redundancy

Automatic Protection Switching (APS) provides a standards based line-redundancy for BXM OC-3
and OC-12 cards. With Release 9.2, the BXM OC-3 and BXM OC-12 cards support the SONET
APS 1+1 and APS 1:1 standards for line redundancy which is provided by switching from the
working line to the protection line.

The following APS protocols that are supported by the BXM arelisted in Table 6-9:
Table 6-9 BXM Sonet APS

APS1+1 The APS 1+1 redundancy provides card and line redundancy, using the same
numbered ports on adjacent BXM backcards.

APS1:1 The APS 1:1 redundancy provides line redundancy, using adjacent lines on the
same BXM backcard.

APS 1:1 Redundancy

APS 1:1 redundancy provides line redundancy only and is supported with the standard BXM OC-3
and OC-12 front and back cards.

APS 1+1 Redundancy

APS 1+1 redundancy, which provides both card and line redundancy uses the standard BXM OC-3
and OC-12 front cards, but uses a special APS Redundant Frame Assembly and APS Redundant
backcards. A backcard isshownin (Figure 6-10) and the APS Redundant Frame Assembly is shown
in (Figure 6-11). Two redundant backcards are connected together by the APS Redundant Frame
Assembly. The APS Redundant Frame A ssembly with associated APS redundant backcardsis
inserted as a unit in two appropriate backcard dots.

Refer to Chapter 9, SONET APS, for additional information.
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Figure 6-10 BXM SMF-155-8R Backcard
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Figure 6-11 BXM APS Redundant Frame Assembly
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BXM Functional Description

This functional description provides an overview of BXM operation.

Overview, Port (UNI) Mode

Thefollowing provides an overview of the operation of the BXM card when the ports are configured
in port (access) mode for connection to customer equipment (CPE).

Ingress

Theingress flow of ATM cells from CPE into a BXM port when the card is configured for port
(access) operation is shown in Figure 6-12.

ATM cellsfrom the CPE are processed at the physical interface level by the SUNI (OC-3/0C-12) or
Mux/Demux (T3/E3), policed per individual VC by the RCMP and routed to applicable ingress
queues. In addition, for ABR cells, additional functions are performed by the SABRE ABR
connection controller, including: VSVD, Foresight, and virtual connection queueing. The cells are
served out viathe BPX Backplaneto the BPX crosspoint switchin an order of priority based on their
connection type.
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Figure 6-12 BXM Port (Access UNI) Ingress Operation
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Egress

The egressflow of ATM cellsout of the BXM when the card isconfigured for port (access) operation
is shown in Figure 6-13.

ATM cells are routed to the BXM-622 via the BPX Backplane/Stratabus from the BPX crosspoint
switch, applied to the DRSIU, then to an egress queue per class of service, and then served out to the
SUNI (OC-3/0C-12) or Mux/Demux (T3/E3) which processes the ATM cellsinto frames,
processing the cells from the ATM layer to the physical and on out to the CPE connected to the
port(s) on the BXM backcard. For ABR cells, additional functions are performed by the SABRE
ABR connection controller, including: VSV D, Foresight, and virtual connection queueing.

Figure 6-13 BXM Port (Access, UNI) Egress Operation
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Overview, Trunk Mode

This provides an overview of the operation of the BXM when the card is configured in the trunk
mode for connection to another node or network.

Ingress
Theingress flow of ATM cellsinto the BXM when the card is configured for trunk operation is
shown in Figure 6-14.

ATM cells from a node or network are processed at the physical interface level by the SUNI
(OC-3/0C-12) or Demux/Mux (T3/E3), routed to applicable ingress slot queues, and served out to
the BPX crosspoint switch viathe BPX Backplane.

Figure 6-14 BXM Trunk Ingress Operation
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Egress

The egress flow of ATM cells out of the BXM when the card is configured for trunk operation is

shown in Figure 6-15.

ATM cellsarerouted to the BXM from the BPX crosspoint switch, applied to the DRSIU, thento an
egress queue per class of service, and then served out to the SUNI (OC-3/0OC-12) or Demux/Mux

(T3/E3). The SUNI or Demux/Mux, as applicable, processesthe ATM cellsinto frames, processing
the cells from the ATM layer to the physical and on out to the backcard trunk interface connecting

to another node or network.

Figure 6-15 BXM Trunk Egress Operation
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Detailed Description, Port (UNI) and Trunk Modes

The following provides a summary of the principa functions performed by the major functional
circuits of the BXM.

DRSIU
The DRSIU provides atotal egress capacity from the BPX switch fabric of 1.6 Gbps.

SONET/SDH UNI (SUNI)
The SUNI ASIC implements the BXM physical processing for OC-3 and OC-12 interfaces. The
SUNI provides SONET/SDH header processing, framing, ATM layer mapping and processing
functions for OC-12/STM-4 (622.08 M bps) or OC-3/STM1 (155.52 Mbps).

For ingresstraffic, the BXM physical interface receives incoming SONET/SDH frames, extracts
ATM cell payloads, and processes section, line, and path overhead. For egresstraffic ATM cellsare
processed into SONET/SDH frames.

Alarms and statistics are collected at each level: section, line, and path.

DeMux/Mux
The Demux/Mux and associated circuits implement the BXM physical layer processing for T3/E3
interfaces, providing header processing, framing, ATM layer mapping, and processing functionsfor
T3 at a44.736 Mbpsrate or E3 at a 34.368 rate.

RCMP

Usage Parameter Control (UPC) is provided by the RCMP. Each arriving ATM cell header is
processed and identified on aper VC basis. The policing function utilizes aleaky bucket algorithm.

In addition to UPC and traffic policing, the RCMP provides route monitoring and also terminates
OAM flows to provide performance monitoring on an end-to-end per VC/VP basis.

Traffic policing and UPC functionality is in accordance with the GCRA as specified by ATM
Forum’s UNI 3.1 using dual leaky buckets.

® | eaky Bucket 1 utilizes:

— Peak Cell Rate (PCR)

— Ceéll Delay Variation Tolerance: CDVT
® | eaky Bucket 2 utilizes:

— Sustainable Cell Rate (SCR)

— Maximum Burst Size (MBYS)

In addition, two selective cell discard thresholds are supported for al queues for discard of CLP=1
cells should congestion occur.
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SABRE

The Scheduling and ABR Engine (SABRE) includes both VSV D and Foresight dynamic traffic
transfer rate control and other functions:

ATM Forum Traffic Management 4.0 compliant ABR Virtual Source/Virtual Destination
(VSVD).

Terminates ABR flows for VSVD and Foresight control loops.
Performs explicit rate (ER) and EFCI tagging if enabled.

Supports Foresight congestion control and manages the designated service classes on aper VC

basis with OAM processing.

Supports OAM flows for internal loopback diagnostic self-tests and performance monitoring.

Provides service queue decisions to the I ngress and Egress Queue Enginesfor per V C queuesfor

ABRVCs.

Ingress and Egress Queue Engines

The overall function of the queue engines is to manage the bandwidth of trunks or ports (UNI) via

management of the ingress and egress queues.

In addition to the ABR V'S queues, the ingress queues include 15 slot servers, one for each of 14
possible BPX destination dots, plus 1 for multicast operation. Each of the 15 slot servers contains

16 Qbins, supporting 16 classes of service per dot server.

Inaddition tothe ABR V S queues, the egress queuesinclude 32 Virtual Interfaces (V1s). Each of the

32 Vs supports 16 Qbins.

SIMBA

This serial interface and multicast buffer ASIC provides the following:

ATM cell header trandlation.
Directs ATM cells to the Egress Queue Engine with a 2 x OC-12c¢ throughput capacity.

Implements the multi-cast function in the egress direction, providing up to 4000 multicast
connections.

Translates standard OAM flows and Foresight cells.

Optimizes backplane bandwidth by means of a polling mechanism.

ACP Subsystem Processor
The ACP performs the following localized functions:

All basic configuration dataon the card is copied to the battery backup memory (BRAM) on the card

Initializes BXM at power up

Manages local connection databases
Collects card, port, and connection statistics
Manages OAM operation

Controls alarm indicators (active, standby, fail)

so that in the event of a power outage, the card will retain its main configuration.
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Fault Management and Statistics

Note Thisisapreliminary listing.

Fault Management and Statistics, Port (UNI) Mode
Compliant to Bellcore GR-253-CORE

Alarms:

Loss Of Signal (LOS)

Loss Of Pointer (LOP)

Loss Of Frame (LOF)

Loss Of Cell delineation (LOC)
Alarm Indication Signal (AlS)
Remote Defect Indication (RDI)
Alarm Integration Up/down Count

Performance Monitoring:

Performance monitoring provided for Line, Section, and Path
Bit Interleaved Parity (BIP) error detection

Far End Block Error (FEBE) count

Unavailable Seconds (UAS)

Errored Seconds (ES)

Severely Errored Seconds (SES)

Header Error Checksum (HCS) monitoring

Statistics:

ATM dtatistics collected on a per VC basis

— Two modes of statistics collection:
Basic: collection of 4 statistics per VC per direction
Enhanced: collection of 12 statistics per VC per direction

OAM

L oopback support
Generation and detection of AlS and RDI OAM cells

Termination and processing of OAM cells
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Fault Management and Statistics, Trunk Mode
Compliant to Bellcore GR-253-CORE

Alarms;

® LossOf Signal (LOS)

® LossOf Pointer (LOP)

® | ossOf Frame (LOF)

® | ossOf Cell delineation (LOC)

® Alarm Indication Signal (AlS)

® Remote Defect Indication (RDI)

® Alarm Integration Up/down Count

Performance Monitoring:

® Performance monitoring provided for Line, Section and Path
® Bit Interleaved Parity (BIP) error detection

® Far End Block Error (FEBE) count

® Unavailable Seconds (UAS)

® FErrored Seconds (ES)

® Severely Errored Seconds (SES)

® Header Error Checksum (HCS) monitoring
Statistics:

Process Monitoring for ATM Header Cell Processing
® Cellsdiscarded due to Header Errors (LCN mismatch)
Miscellaneous ATM Layer Statistics

® Number of cell arrivals from port

® Number of cell arrivalswith CLP=1

® Number of cellstransmitted to port

® Number of cellstransmitted with CLP=1
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Technical Specifications

Physical Layer
® Trunk or port (access) interface mode.
® Compliant to SONET standards.
— *Bellcore GR-253-CORE, TR-TSY-000020
— *ANSI T1.105, T1E1.2/93-020RA
® Compliant to SDH standards.
— *ITU-T G.707, G.708 and G.709
— *ITU-T G.957, G.958
® 1:1 BXM redundancy supported using ‘Y’ redundancy.
® Fiber optic interface characteristics are listed in Table 6-10 and Table 6-11.

Table 6-10 Fiber Optic Characteristics OC-12

Back Source Tx Power (dBm) Rx Power (dBm) Connection Range
card 1310 nm  Min Max Min Max Type (km)
SMF Laser -15 -8 -28 -8 FC 20

(IR) 1310 nm

SMF Laser -3 +2 -28 -8 FC 40
(LR) 1310 nm

SMF Laser -3 +2 -28 -8 FC 40 plus
(E) 1550 nm

Table 6-11 Fiber Optic Characteristics OC-3

Back Tx Power (dBm) Rx Power (dBm) Connection Range
card Source Min Max Min Max Type (km)
MMF LED -22 -15 -31 -10 SC 2

SMF Laser -15 -8 -34 -10 SC 20

(IR) (Class 1)

SMF Laser -5 0 -34 -10 SC 40
(LR) (Class 1)

General Information
® Card dimensions: 19" (H) x 1.1“(W) x 27" (D)
* \Weight: 61b (2.7kg)
® Power-48V DCat85W
® EMI/ESD: FCC Part 15, Bellcore GR1089-CORE
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® |EC 801-2, EN55022
® Safety: EN 60950, UL 1950
® Bellcore NEBS:Level 3 compliant
® Optical Safety:
— Intermediate Reach |EC 825-1 (Class 1)
— Long Reach IEC 825-1 (Class 36)

General SONET Notes

SONET is defined across three elements, section, line, and path as shown in Figure 6-16 and
described in Table 6-12. An advantage of this tiered approach is that management control can be
exercised at each level, for example at the section level independent of the line or path level.

Figure 6-16 SONET Section, Line, and Path
Section Section Section
<> <> <>
Switch Switch
CPE LTE STE STE LTE
. Line -
Path

\

A

SONET Section, Line, and Path Descriptions

CPE

12196

Description

A section isthe fiber optic cable between two active elements such as simple repeaters. The active
element terminating these sectionsis called Section Terminating Equipment (STE).

A lineisaphysical element that contains multiple sections and repeaters and is terminated by line

terminating equipment (LTE) at each end.

A path includes sections and lines and terminates at the customer premises equipment (CPE).

Table 6-13 provides a cross-reference between OC-n optical carrier levelsand the equivalent STS-n
and SDH-n levels. It aso includes the associated line rates.

Table 6-12
Unit
Section
Line
Path
Table 6-13 Digital Hierarchies

STM-n
STS-n SDH-n Synchronous
OC-n Synchronized Line Rates Synchronized Transport
Optical Carrier Transport Signal (Mbps) Digital Hierarchy  Module
OC-1 STS-1 51.84
OC-3 STS-3 155.52 SDH-1 STM-1
0OC-12 STS12 622.08 SDH-4 STM-4
0OC-48 STS-48 2488.32 SDH-16 STM-12
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User Commands

This section provides a preliminary summary of configuration, provisioning, and monitoring
commands associated with the BXM cards. These commands apply toinitial card configuration, line
and trunk configuration and provisioning, and connection configuration and provisioning.

New or modified commands include but are not limited to:

Connection Provisioning

®addconadd connection
®cnfcon-configure connection

*dspcon-display connection

Diagnostics
®addInloclp-add local loopback to line
®addInlocr mtlp-add local remote |oopback to line

®dellnlp-delete local or remote |oopback

Test

®tstconseg-test connection externally with OAM segment |oopback cells
®tstdelay-test connection round trip delay

Statistics
®| ine and Trunk statistics

—cnflnstats-configure line statistics collection
—dsplnstatenf-display statistics enabled for aline
—dsplnstathist-display statistics datafor aline
—cnftrkstats-configure trunk statistics collection
—dsptrkstatenf-display statistics enabled for atrunk
—dsptrkstathist-display statistics data for atrunk
®Channel Statistics
—cnfchstats-configure channel statistics collection
—dspchstatenf-display statistics configuration for a channel
—dspchstathist-display statistics data for a channel
—dspchstats-display channel statistics (multisession permitted)
®Line Statistics
—cnfslotalm-configure slot alarm threshold

—dspslotalms-display slot alarms
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—clrslotalm-clear dlot alarm
—dspsloterrs-display slot errors

®Statistical Trunk/Line Alarms
—cnflnalm-configure line alarm threshold
—dsplnerrs-display line errors
—dsplnalmenf- display line alarm configuration

—clrlnalm-clear line alarm

Configuring Connections

Connections are typically provisioned and configured using Cisco StrataView Plus. However, the
connections can also be added using the BPX switch command line interface (CL1). This may be
appropriate during initial local node setup and when a Strata View Plus workstation is not available.

There are two connection addressing modes supported. The user may enter a unique VPI/VCI
address in which case the BPX switch functions as a virtual circuit switch. Or the user may enter
only aVPI addressin which case al circuits are switched to the same destination port and the BPX
switch functions as avirtual path switch in this case. The full ATM address range for VPI and VCI
is supported.

Connections are routed between CPE connected to BXM ports. Before adding connections, the
BXM is configured for port mode.

Note Theinitial command to up atrunk (uptrk) or toup aline (upln) onthe BXM card configures
all the ports of the card to be either trunks or lines (UNI port access). Following the uptrk command
at each port, the addtrk command is used to activate a trunk for network access.

A lineis upped with the upln command and configured with the cnfln command. Then the
associated port is configured with the cnfport command and upped with the upport command.
Following this, the ATM connections are added via the addcon command.

The slot number isthe BXM card slot on the BPX switch. The port number is one of the ports on the
BXM, the VPI isthe virtual path identifier, and the VCI isthe virtual circuit identifier.

The VPI and VCI fields have significance only to the local BPX switch, and are translated by tables
in the BPX switch to route the connection. Connections are automatically routed by the AutoRoute
feature once the connection endpoints are specified.

Connections can be either Virtual Path Connections (VPC) or Virtual Circuit Connections (VCC).
Virtual Path Connections are identified by an * inthe VCI field. Virtual Circuit Connections specify
both the VPI and VCI fields.

Configuration Management

The following parameters are entered for the BXM addcon command. Depending upon the
connection type, the user is prompted with appropriate parameters as shown below.

Syntax:

addcon local_addr node remote addr traffic_type ...extended parameters
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Field Value Description

local/remote_addr slot.port.vpi.vci card slot, port, and desired VCC or VP! connection
identifier

node slave end of connection

traffic_type type of traffic, chosen from CBR, VBR, ABR, and UBR

extended parameters parameters associated with each connection type

Note Therange of VPIsand VClsreserved for PV C traffic and SV C traffic is configurable using

the cnfport command. While adding connections, the system checks the entered V PI/VPC against
therange reserved for SV C traffic. If thereisaconflict, the addcon command failswith the message
“VPI/VCI on selected port is reserved at local/remote end”.
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Command Line Interface Examples

The following pages have a number of command examples, including configuring BXM lines and
trunks and adding connections terminating on BXM cards.

An example of the uptrk command for trunk 1 on a BXM in dot 4 of a BPX switch follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 13:42 PDT
TRK Type Current Line Alarm Status O her End

1.1 T3 Cear - K -

2.1 oC-3 Clear - K VSI (VSI)

4.1 oC- 3 Clear - K -

Last Command: uptrk 4.1

256 PVCs allocated. Use 'cnfrsrc' to configure PVCs
Next Conmand:

Note Theinitial command to up atrunk (uptrk) or toup aline (upln) onthe BXM card configures
all the ports of the card to be either trunks or lines (UNI port access). Following the uptrk command
at each port, the addtrk command is used to activate a trunk for network access.
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An example of the cnftrk command for trunk 4.1 of aBXM card follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 13:40 PDT
TRK 4.1 Config oG- 3 [ 353207cps] BXM sl ot : 2

Transmit Rate: 353208 Li ne fram ng: STS-3C
Protocol By The Card: No codi ng: --

VC Shapi ng: No CRC. --

Hdr Type NNI: Yes recv inpedance: --
Statistical Reserve: 1000 cps cabl e type: --

I dl e code: 7F hex | engt h: --
Connecti on Channel s: 256 Pass sync: No
Traffic:V, TS, NTS, FR, FST, CBR, NRT- VBR, ABR, T-VBR cl ock: No

SVC Vpi M n: 0 HCS Maski ng: Yes

SVC Channel s: 0 Payl oad Scranbl e: Yes

SVC Bandwi dt h: 0 cps Frame Scranbl e: Yes
Restrict CCtraffic: No Virtual Trunk Type: --

Li nk type: Terrestrial Virtual Trunk VPI: --

Routi ng Cost: 10 Deroute delay tine: 0 seconds

This Command: cnftrk 4.1

Transmit Rate [ 1-353208 ]:

An example of the addtrk command follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 13:45 PDT
TRK Type Current Line Alarm Status O her End

1.1 T3 Cear - K -

2.1 oC-3 Clear - K VSI (VSI)

2.4 OC- 3 Clear - K -

Last Command: dsptrks

Next Cormmand:
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An example of the upln command for UNI port access on aBXM card follows:

pubsbpx1 TN StrataCom BPX 8620 9.2.2G Aug. 2 1999 13:54 PDT
Li ne Type Current Line Al arm Status

2.2 OC- 3 Clear - K

2.3 OC- 3 Clear - K

Last Command: upln 2.2

256 PVCs allocated. Use 'cnfrsrc' to configure PVCs
Next Conmand:

Note Theinitial command to up atrunk (uptrk) or toup aline (upln) onthe BXM card configures
all the ports of the card to be either trunks or lines (UNI port access). Following the upln command
at each port, the upport command is used to activate a port for UNI access.

An example of the cnfln command follows:

pubsbpx1 TN St rat aCom BPX 8620 9.2.2G Aug. 2 1999 13:55 PDT
LN 2.2 Config OC- 3 [ 353208cps] BXM sl ot : 2
Loop cl ock: No I dl e code: 7F hex

Li ne fram ng: --
codi ng: --
CRC: --
recv inpedance: --
El1 signalling: --

encodi ng: -- cabl e type: --
T1 signalling: -- | engt h: --
HCS Maski ng: Yes
Payl oad Scranbl e: Yes
56KBS Bit Pos: -- Frame Scranbl e: Yes
pct fast nodem -- Cel | Fram ng: STS-3C
VC Shapi ng: No

This Command: cnfln 2.2

Loop clock (N)
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An example of the cnfport command for port 3 of aBXM card in dot 3 follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 13:56 PDT
Port: 2.2 [ I NACTI VE]

Interface: LM BXM CAC Overri de: Enabl ed

Type: UNI %Jtil Use: Di sabl ed
Shift: SHI FT ON HCF (Normal Operation)

SI G Queue Dept h: 640 Port Load: 0 %

Prot ocol : NONE Prot ocol by Card: No

This Command: cnfport 2.2

NNl Cel |l Header Format? [N]:

An example of the cnfportq command follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 13:57 PDT
Port: 2.2 [ I NACTI VE]

Interface: LM BXM

Type: UNI

Speed: 353208 (cps)

SVC Queue Pool Size: 0

CBR Queue Depth: 600 rt-VBR Queue Depth: 5000
CBR Queue CLP Hi gh Threshol d: 80% rt-VBR Queue CLP High Threshol d: 80%
CBR Queue CLP Low Threshold: 60% rt-VBR Queue CLP Low EPD Threshol d: 60%
CBR Queue EFClI Threshol d: 60% rt-VBR Queue EFClI Threshol d: 60%
nrt-VBR Queue Depth: 5000 UBR/ ABR Queue Dept h: 20000

nrt-VBR Queue
nrt-VBR Queue
nrt-VBR Queue

Thi s Conmmand:

SVC Queue Pool

CLP Hi gh Threshol d: 80% UBR/ ABR Queue CLP Hi gh Threshold: 80%
CLP Low Threshol d: 60% UBR/ ABR Queue CLP Low EPD Threshol d: 60%
EFCl Threshol d: 60% UBR/ ABR Queue EFCI Threshol d: 20%

cnfportqg 2.2

Size [0]:
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An example of the upport command follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 13:58 PDT
Port: 2.2 [ACTIVE ]

Interface: LM BXM CAC Overri de: Enabl ed

Type: UNI %Jtil Use: Di sabl ed
Shift: SHI FT ON HCF (Normal Operation)

SI G Queue Dept h: 640 Port Load: 0 %

Prot ocol : NONE Prot ocol by Card: No

Last Command: upport 2.2

Next Command:

An example of the cnfatmcls command for class 2 follows:

pubsbpx1 TN St rat aCom BPX 8620 9.2.2G
ATM Connecti on Cl asses
Class: 2
PCR(0+1) % Util CDVT(0+1) AAL5 FBTC
1000/ 1000 100/ 100 10000/ 10000 n
MBS Pol i ci ng
1000/ 1000 3

Description: "Default nrt-VBR 1000 "

This Conmand: cnfatntls 2

Aug. 2 1999 13:59 PDT

Type: nrt-VBR
SCR
1000/ 1000

Enter class type (rt-VBR, nrt-VBR CBR, UBR, ABRSTD, ABRFST, ATFR, ATFST, ATFT,

ATFTEST, ATFX, ATFXFST):
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An example of the cnfcls command for class 3 follows:

pubsbpx1 TN St rat aCom BPX 8620 9.2.2G Aug. 2 1999 14:02 PDT
ATM Connecti on Cl asses
Class: 3 Type: rt-VBR
PCR(0+1) % Util CDVT(0+1) AAL5 FBTC SCR
4000/ 4000 100/ 100 10000/ 10000 n 4000/ 4000
MBS Pol i ci ng
1000/ 1000 3

Description: "Default rt-VBR 4000 "

This Conmand: cnfatntls 3

Enter class type (rt-VBR nrt-VBR CBR, UBR, ABRSTD, ABRFST, ATFR, ATFST, ATFT,
ATFTEST, ATFX, ATFXFST):

An example of the addcon command for aVVBR connection 3.1.105.55 that originates at port 2 of a
BXM cardin slot 2 follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 14:05 PDT
Local Renot e Renot e Rout e
Channel NodeNane Channel State Type Avoid CCS O
2.2.16.16 pubsbpx1 2.3.66.66 Gk rt-vbr
2. 3.66.66 pubsbpx1 2.2.16.16 (04 rt-vbr

Last Command: addcon 2.2.16.16 pubsbpxl 2.3.66.66 rt-VBR * * * * * % x

Next Cormmand:
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An example of the cnfcon command for art-VBR connection 2.2.16.16 follows.

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 14:06 PDT
Conn: 2.2.16.16 pubsbpx1 2.3.66.66 rt-vbr Status: K
PCR(0+1) % Uil CDVT(0+1) AAL5 FBTC SCR
50/ 50 100/ 100 250000/ 250000 n 50/ 50
MBS Pol i ci ng
1000/ 1000 3

This Conmand: cnfcon 2.2.16.16

PCR(0+1) [50/50]:

An example of the addcon command for an ABR connection follows. In this case, the choiceto
accept the default parameters was not accepted, and individual parameters were configured for a
connection using ABR standard VSV D flow control.

pubsbpx1 TN St rat aCom BPX 8620 9.2.2G Aug. 2 1999 14:12 PDT
From Renot e Renot e Rout e

2.2.17.17 NodeNane Channel State Type Avoid CCS O

2. 3.66.66 pubsbpx1 2.2.16.16 Ok rt-vbr

This Conmand: addcon 2.2.17.17 pubsbpxl 2.3.67.67 abrstd 100/100 95/95 * * e e e
d 70/70 * 3 * * * 65/65 * * * * k& & &

Add t hese connections (y/n)? vy
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An example of the cnfcon command for an ABR connection follows:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 14:14 PDT
Conn: 2.2.17.17 pubsbpx1 2.3.67.67 abrstd Status: K
PCR(0+1) % Uil MCR CDVT(0+1) AAL5 FBTC VSVD FCES
100/ 100 95/ 95 50/ 50 250000/ 250000 y y y
SCR MBS Pol i ci ng VC depth CLP H CLP Lo/ EDP EFCI
70/ 70 1000/ 1000 3 16000/ 16000 80/ 80 35/ 35 65/ 65
I CR ADTF  Trm R F RDF Nr m FRTT TBE
50/ 50 1000 100 128 16 32 0 1048320

This Conmand: cnfcon 2.2.17.17

PCR(0+1) [100/100]:

An example of the cnfabrparm command follows:

pubsbpx1 TN Your | D: 1 BPX 15 9.2 Jun. 8 1998 00:21 GvIr
ABR Configuration for BXMin slot 3
Egress Cl Control

ER St anpi ng

N
N\
Wei ghted Queueing : N

Last Command: cnfabrparm 3

Next Command:
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An example of the dsplns command follows:

pubsbpx1 TN Your| D BPX 15 9.2 Jun. 8 1998 00:22 GV
Li ne Type Current Line Al arm Status

3.1 oG- 3 Clear - K

3.2 oG- 3 Clear - K

3.3 oC- 3 Clear - K

3.4 oG- 3 Clear - K

5.1 T3 Clear - K

5.2 T3 Clear - K

Last Command: dspl ns

Next Command:
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Configuring the BPX Switch LAN and IP Relay

During the configuration of BPX switch interfaces, you must make sure that the BPX switch IP
address, SNMP parameters, and Network | P address are set consistent with your local area network
(Ethernet LAN). Use the following BPX switch commands to set these parameters:

*cnflan—Thisisa SuperUser level command and must be used to configure the BPX switch BCC
LAN port IP address and subnet mask.

*cnfsnmp—This command is used to configure the SNMP Get and Set community strings for the
BPX switch asfollows:

—Get Community String = public
—Set Community String = private
—Trap Community String = public.

*cnfnwip—Thisisa Superuser level command which isused to configure the virtual 1P network (1P
relay) among BPX switches.

*cnfstatmast—This command is used to define the | P address for routing messages to and from the
Statistics Manager in Cisco StrataView Plus.

The use of these commandsis covered in the Cisco WAN Switching Command Reference or the Cisco
WAN Switching Superuser Command Reference. SuperUser commands must be used only by
authorized personnel, and must be used carefully.

Configuring the MGX 8220

MGX 8220 installation and configuration are covered in the Cisco MGX 8220 Reference. During the
configuration of BPX switch interfaces, you must make sure that the MGX 8220 I P addressis set up
consistent with your local areanetwork (Ethernet LAN). Use thefollowing MGX 8220 command to
set the proper 1P addresses:

cnfifip -ip <ip address> -if <interface type> -msk <subnet mask address> -bc <broadcast
address>

The use of thiscommand is covered in the Cisco MGX 8220 Command Reference.
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Resource Partitioning

Resources on BPX switch UNI ports and NNI trunks can be divided between SV Cs and PVCs, or
LVCsand PV Cs. Thisis known as resource partitioning and is done through the Command Line
Interface for the BPX switch and the MGX 8220.

These resources for BXM, ASI, and BNI cards can be partitioned appropriately between SV Cs or
PVCs.

MPLS

The BXM also supports Multiprotocol Label Switching (MPLS). Partitions for the BXM can be
allocated either between:

®SVCsand PVCs, or
®|_abel virtual circuits (LVCs) and PVCs.
For information on MPLS Switching, refer to Chapter 16, MPLS on BPX Switch.

Dynamic Resource Partitioning for SPVCs

The BXM card supports dynamic resource partitioning to support the conversion of PV Csto soft
permanent virtual circuits (SPVCs). Thisfeature is described in the Cisco WAN Service Node
Extended Services Processor Installation and Operations for Release 2.2 document.

Summary
This section provides procedures for:

®UNI Port Resource Partitioning, BXM
®NNI or Trunk Resource Partitioning, BXM

Note Resource partitioning also has to be done for the line between the ESP ATM NIC and the
BXM inthe BPX switch. Refer to the Cisco WAN Service Node Extended Services Processor
Installation and Operation for Release 2.2 document.
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BXM SVC Resource Partitioning

A BXM card used as a UNI port can be configured to support ATM SV Cs. The BXM will have to
be added and upped like a standard PV C port. The BXM port will have to upped asaline (upln) to
function asa UNI port.

Note Theinitial command to up atrunk (uptrk) or to up aline (upln) on the BXM configures all
the physical ports on a BXM card to be either trunks or ports. They can not be inter-mixed.

For additional information on using the BPX switch command line interface and applicable
commands, refer to the Cisco WAN Switching Command Reference manual. These procedures will
concentrate on those commands that are specific to SV C resource partitioning.

Before partitioning SV C resources, you must determine which BXM UNI ports will support ATM
SV Cs. The BXM must haveits resources partitioned to support SV Cs. Thefollowing resources must
be partitioned:

®SVC Channels

*SVC VPI Min

*SVC VPl Max

®SVC Bandwidth

*SVC Queue Pool Size.

To partition the BXM port, follow these steps:
Step 1Log in to the BPX switch.

Step 2Using the upln and upport commands, up the line and port which is going to be connected to
ATM CPE.

Step 3Make sure the port is configured as UNI.
Step 4Enter the cnfport <port num> command, shown in the following example:

Example: BXM cnfport Command

i ns- bpx6 TN Super User BPX 15 9.2 Sep. 24 1998 07: 37 GJr
Port: 13.1 [ACTIVE ]
Interface: LM BXM
Type: UNI %Jtil Use: Di sabl ed
Speed: 353208 (cps)
Shift: SHI FT ON HCF (Nor mal Operati on)
SI G Queue Dept h: 640
Prot ocol : NONE
SVC Channel s: 1000
SVC VPl M n: 0
SVC VPl Max: 10
SVC Bandwi dt h: 300000 (cps)

This Command: cnfport 13.1

NNl Cell Header Format? [N]:
Step 5 Configurethe SV C Channels, SVC VPI Min, SVC VPl Max, and SV C Bandwidth asdesired.
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Step 6Next you need to configure the SV C Port Queue depth with the cnfportg <portnum>

command shown in the following example.

Example: BXM cnfportq Command

i ns- bpx6 TN Super User
Port: 13.1 [ACTIVE ]
Interface: LM BXM

Type: UNI

Speed: 353208 (cps)
SVC Queue Pool Size: 5000
CBR Queue Dept h: 600

CBR Queue CLP Hi gh Threshol d: 80%
CBR Queue CLP Low Threshold: 60%
CBR Queue EFClI Threshol d: 80%
VBR Queue Dept h: 5000
VBR Queue CLP High Threshol d: 80%
VBR Queue CLP Low Threshold: 60%
VBR Queue EFCI Threshol d: 80%

This Command: cnfportq 13.1

SVC Queue Pool Size [5000]:

BPX 15 9.2

UBR/ ABR Queue
UBR/ ABR Queue
UBR/ ABR Queue
UBR/ ABR Queue

Sep. 24 1998 07:39 GV

Dept h:

CLP Hi gh Threshol d:
CLP Low Threshol d:
EFClI Threshol d:

20000
80%
60%
30%

Step 7Configure the SV C Queue Pool Size parameter to avalue greater than 0 (zero); the defaultis
0 and needs to be changed for SV Cs to operate.

Step 8Partition the SV C resources for every BXM which isto support ATM SV Csin the BPX

switch.

NNI Trunk SVC Resource Partitioning

The BXM card may have resources partitioned to support SV Cs.

Note Itisimportant to reserve the maximum number of channelsbefore SVCsor PVCsarein use,
because SV C partitioning parameters may not be changed if any SV C or PVCisin use on theentire

card.

BXM Trunk SVC Resource Partitioning

Whenthe BXM isused asatrunk in aBPX switch network, it needsto haveits resources partitioned
to support SVCs. The BXM card will have to upped as atrunk (uptrk).

Note Theinitial command to up atrunk (uptrk) or to up aline (upln) on the BXM configures all
the physical ports on the card to be either lines or trunks. They can not be inter-mixed.
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For additional information on using the BPX switch command lineinterface and applicable
commands refer to the Cisco WAN Switching Command Reference manual. These procedures
concentrate on those commands that are specific to SV C resource partitioning.

The following BXM trunk resources must be partitioned for SVCs:

*SVC Channels

*SVC Bandwidth

*SVC Queue Poal Size.

To partition the BXM trunk resources for SVCs, follow these steps:

Step 1Log in to the BPX switch

Step 2Make sure the BXM has been upped as a trunk with uptrk <trunk_num> command.
Step 3Enter the enftrk <trk num> command, shown in the following example:

Example: BXM cnftrk Command

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 14:23 PDT
TRK 2.4 Config OC- 3 [ 353207cps] BXM sl ot : 2

Transmit Rate: 353208 Li ne fram ng: STS-3C
Protocol By The Card: No codi ng: --

VC Shapi ng: No CRC: --

Hdr Type NNI: Yes recv inpedance: --
Statistical Reserve: 1000 cps cabl e type: --

I dl e code: 7F hex | engt h: --
Connecti on Channel s: 256 Pass sync: No
Traffic:V, TS, NTS, FR, FST, CBR, NRT- VBR, ABR, T-VBR cl ock: No

SVC Vpi Mn: 0 HCS Maski ng: Yes

SVC Channel s: 0 Payl oad Scranbl e: Yes

SVC Bandwi dt h: 0 cps Frame Scranbl e: Yes
Restrict CC traffic: No Virtual Trunk Type: --

Li nk type: Terrestrial Virtual Trunk VPI: --

Routi ng Cost: 10 Deroute delay tine: 0 seconds

This Conmand: cnftrk 2.4

Transmit Rate [ 1-353208 ]:

Step 4Configure the SVC VPI Min, SVC Channels and SV C Bandwidth as desired.

Step 5Next configure the SV C Queue depth with cnftrkparms <trunk_num> command shown in the
following example:
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Example: BXM cnftrkparm Command

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 2 1999 14:24 PDT
TRK 2.4 Paraneters

1 QDepth - rt-VBR [ 885] (Dec) 15 Q Depth - CBR [ 600] (Dec)
2 Q Depth - Non-TS [ 1324] (Dec) 16 Q Depth - nrt-VBR [ 5000] (Dec)
3 QDepth - TS [ 1000] (Dec) 17 Q Depth - ABR [ 20000] (Dec)
4 Q Depth - Bbata A [10000] (Dec) 18 Low CLP - CBR [ 60] (9

5 Q Depth - BData B [ 10000] (Dec) 19 High CLP - CBR [ 80] (%

6 Q Depth - High Pri [ 1000] (Dec) 20 Low CLP - nrt-VBR[ 60] (%

7 Max Age - rt-VBR [ 20] (Dec) 21 High CLP - nrt-VBR[ 80] (%

8 Red AAm- |1/O (Dec) [ 2500 / 10000]22 Low CLP/ EPD- ABR [ 60] (9%

9 Yel Alm- 1/0O (Dec) [ 2500/ 10000]23 High CLP - ABR [ 80] (9

10 Low CLP - BData A [ 100] (% 24 EFCN - ABR [ 20] (9

11 High CLP - BData A [ 100] (% 25 SVC Queue Pool Size [ 0] (Dec)
12 Low CLP - BData B [ 25] (9

13 High CLP - BbData B [ 75] (%

14 EFCN - Bbata B [ 30] (Dec)

Thi s Conmmand:

cnftrkparm 2.4

Wi ch paranmeter do you w sh to change:

Step 6Configure the SV C Queue Pool Size as desired.

Step 7Partition the SV C resources for al the other BXMsin the BPX switch.
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CHAPTER 7

BXM Virtual Trunks

This chapter provides a description of BXM virtua trunks, a feature supported by the BXM cards
beginning with switch software Release 9.2. Refer to 9.2 Release Notes for supported features.

The chapter contains the following:
® Overview

® Functional Description

® Connection Management

® Configuration

® Trunk Redundancy

® Networking

® Trunk Statistics

® Trunk Alarms

® Event Logging

® Command Reference

Overview

Virtual trunking provides connectivity for Cisco switches through a public ATM cloud as shown in
Figure 7-1. Since anumber of virtual trunks can be configured acrossaphysical trunk, virtual trunks
provide a cost effective means of connecting across a public ATM network, as each virtual trunk
typically uses only part of aphysical trunk’s resources.

The hybrid network configuration provided by virtual trunking allows private virtual trunksto use
the mesh capabilities of the public network in interconnecting the subnets of the private network.

The ATM equipment in the cloud must support virtual path switching and transmittal of ATM cells
based solely on the VPI in the cell header. Within the cloud, one virtual trunk is equivalent to one
VPC sincethe VPC is switched with just the VPI value. Thevirtual path ID (VPl) isprovided by the
ATM cloud administrator (such as, Service Provider). The VCI bits within the header are passed
transparently through the entire cloud (see Figure 7-1).

The BXM card’sphysical trunk interfaceto the ATM cloud isastandard ATM UNI or NNI interface
at the cloud’ saccess point. The administrator of the ATM cloud (such as, Service Provider) specifies
whether the interfaceis UNI or NNI, and also provides the VPI to be used by avirtual trunk across
the cloud. Specifying an NNI cell interface provides 4 more bits of VPl addressing space.
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Typical ATM Hybrid Network with Virtual Trunks

Figure 7-1 shows three Cisco WAN switching networks, each connected to a Public ATM Network
viaaphysica line. The Public ATM Network is shown linking all three of these subnetworks to
every other one with afull meshed network of virtua trunks. In this example, each physical lineis
configured with two virtual trunks.

With the BPX switch, virtual networks can be set up with either the BNI card or with the BXM card.
The virtual trunks originate and terminate on BXMsto BXMsor BXMsto UXMs (IGX switch), or
BNIsto BNIs, but not BNIsto BXMsor UXMs.

When the Cisco network port isaBXM accessing aport in the Public ATM network, the Public ATM
port may beaUNI or NNI port onaBXM, ASlI, or other standards compliant UNI or NNI port. When
the Cisco network port isaBNI accessing a port in the Public ATM network, the Public ATM port
must be an ASI port on aBPX.

Figure 7-1 Typical ATM Hybrid Network using Virtual Trunks
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Features
Virtual trunking benefits include the following:
® Reduced cost by dividing asingle physical trunk’s resources among a number of virtual (logical)
trunks. Each of these virtual trunks supplied by the public carrier need be assigned only as much

bandwidth as needed instead of the full T3, E3, OC-3, or OC-12 bandwidth of an entire physical
trunk.

® Migration of PNNI and MPLS services into existing networks.

VSl Virtual Trunksallow PNNI or MPL S servicesto be carried over part of anetwork which does
not support PNNI or MPL S services. The part of the network which does not support PNNI or
MPLSmay beapublic ATM network, or simply consist of switcheswhich have not yet had PNNI
or MPLS enabled.

® Utilization of the full mesh capability of the public carrier to reduce the number of leased lines
needed between nodes in the Cisco WAN switching networks.

® Choice of keeping existing leased lines between nodes, but using virtual trunks for backup.

® Ability to connect BXM trunk interfaces to a public network using standard ATM UNI cell
format.

® Virtual trunking can be provisioned viaeither a Public ATM Cloud or a Cisco WAN switching
ATM cloud.

The BXM card provides several combinations of numbers of Vs, ports, and channels as listed in
Table 7-1, depending on the specific BXM card.

Table 7-1 Virtual Trunk Criteria
Number of Default
Vlis Max LCNs LCNs
BXM 31 32000 16320
Feature summary:

®  The maximum number of virtual trunks that may be configured per card equals the number of
virtual interfaces (V1s). In Release 9.2, the BXM supports 31 virtua interfaces, and therefore up
to 31 virtual trunks.

® For the BXM amaximum of 31virtual trunks may be defined within one port. Valid virtual trunk
numbers are 1 through 31 per port. The maximum number of virtual trunksis limited to the
number of virtual interfaces (V1s) available on the card, and each logical trunk (physical or
virtual) utilizesone VI.

The following syntax describes a virtual trunk:
UXM/BXM:slot.port.vtrunk

slot = dot number (1-32, as applicable. For example, on the BPX slots 7 and 8 are reserved
for BCCsand dot and 15 isreserved for the ASM card.)

port = port number (1-16)
vtrunk = virtual trunk number (1-31 on BXM) (1-15 on UXM)
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Functional Description

A virtual trunk may be defined asa“trunk over apublic ATM service”. Thetrunk really doesn't exist
asaphysical linein the network. Rather, an additional level of reference, called avirtual trunk
number, is used to differentiate the virtual trunks found within a physical trunk port. In Figure 7-2,
three virtual trunks4.1.1, 4.1.2, and 4.1.3 are shown configured on a physical trunk that connectsto
the port 4.1 interface of a BXM. Also, asingle trunk is shown configured on port 4.2 of the BXM.
In this example, four VIs have been used, one each for virtual trunks 4.1, 4.2, and 4.3, and one for
physical trunk 4.2.

Figure 7-2 Virtual and Physical Trunks on a BXM

Multiple logical trunks (virtual trunks)

411
(} 412
4.1.3
Single logical trunk (physical trunk)
42 |

Virtual Interfaces
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Each logical trunk, whether physical or virtual isassigned avirtual interface when it is activated. A
BXM card has 31 possible egress virtual interfaces. Each of these interfacesin turn has 16 gbins
assigned to it. In the examplein Figure 7-3, port 1 hasthree virtual trunks (4.1.1, 4.1.2, and 4.1.3),
each of which is automatically assigned a virtual interface (V1) with the VI's associated 16 gbins.
Port 2 is shown with asingle physical trunk (4.2) and isassigned asingle V1.

On a 1-port BXM-622 card, for example, up to 31 virtual interfaces can be used on the port
corresponding to 31 virtual trunks. On an 8-port BXM 155 card, for example, the 31 VIswould be
distributed to the active trunks, standard or virtual. If trunks were activated on all eight ports, the
maximum number of VIswhich can be assigned to one port is 24 (31 less 1 for each of the other 7
trunks activated on the card).

AutoRoute connections use gbins 0-9. Virtual Switch Interfaces (VSIs) that support master
controllers use ghins 10-15, as applicable. MPLS and AutoRoute, or PNNI and AutoRoute can be
supported simultaneously, and in this release, MPLS and PNNI at the sametime on agiven VSl.
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Figure 7-3 BXM Egress Virtual Interfaces and Qbins
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gbins Portl virtual trunk 4.1.3
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16 |_Port2 Trunk 4.2
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VI_31 1 ]
16 2

Slot 4

VSI Virtual Trunks and AutoRoute Virtual Trunks

There are two general types of virtual trunks: AutoRoute Virtual Trunks and VSI Virtual Trunks.
AutoRoute Virtual Trunksare PV P or SPV P connections which carry AutoRoute PV C connections.

VSl Virtual Trunks are PVP or SPV P connections which carry MPLS or PNNI connections. VSI
Virtual Trunksand MPL S Virtual Trunksdiffer inanumber of waysincluding theway inwhich their
endpoints are configured.

Virtual Trunk Example

An example of anumber of virtual trunks configured across a Public ATM Network is shown in
Figure 7-4. There are three virtual trunks shown across the network, each with its own unique VPC.

Thethreevirtua trunks shown in the network are;

® between BPX_A 4.3.1and IGX 10.2.1

® between BPX_A 4.3.2and BPX_B5.1.1

® between BPX_B 5.1.2 and IGX_A 10.2.3

Each VPC defines avirtual trunk which supports the traffic types shown in Table 7-2.

BXM Virtual Trunks 7-5



Functional Description

Figure 7-4
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one for each virtual trunk
(virtual trunks can be
type CBR, VBR, or ABR)

BXM 4

ATM-UNI

Virtual Trunk Transmit Queuing

Inthe BXM, the egress cell traffic out a port is queued in 2 stages. First it is queued per Virtual
Interface (V1), each of which supports avirtual trunk. Within each V1, the cell traffic is queued in

accordance with its type of service. These types are as follows:

Table 7-2
AutoRoute

VSl
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voice

time-stamped

non time-stamped
high-priority

bursty data A (bdataA)
bursty data B (bdataB)
cbr

vbr

abr

MPLS Classes of Service
UBR
PNNI traffic

IGX_A

IGX 10

ATM-UNI

BPX_B
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Theseclassesareall queued separately, and the overall queue depth of the virtua interfaceisthe sum
of al the queue depths shared by all the available queues. Since each virtual trunk occupies one
virtual interface (V1), the overall queue depth available for the virtual trunk isthat of its V1.

The user does not directly configure the V1. The enftrkparm command is used to configure the
gueues within AutoRoute virtual trunks. The cnfvsiif and cnfgbin commands are used to configure
the queues within VSI virtual trunk VIs; refer to Chapter 11, BXM Virtual Trunks.

Connection Management

The cell addressing method for connections routed through a virtual trunk handles multiple type of
traffic flowing through an ATM cloud. The header format of cells may match the ATM-UNI or
ATM-NNI format sincethe port interface to the ATM cloud isaphysical configured as either aUNI
or NNI interface, as specified by the administrator of the ATM cloud.

Cell Header Formats

Before cells enter the cloud on avirtual trunk, the cell header istranslated to a user configured VPI
value for the trunk, and a software configured V CI value which is unique for the cell.

Ascells are received from the cloud by the BPX or IGX in the Cisco networks at the other end of
the cloud, these VPI/V Cls are mapped back to the appropriate VPI/V Cl addresses by the Cisco
nodes for forwarding to the next destination.

The VPI value across the virtual trunk isidentical for all cellson asingle virtual trunk. The VCI
value in these cells determines the final destinations of the cells.On BNI cards, for virtual trunking
amodified ATM UNI cell format (Strata-UNI) storesthe ForeSight information, asapplicable, inthe
header of a Strata-UNI cell format. A virtual trunk with aBNI at one end must terminate on a BNI
at the other end.
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7-8

Figure 7-5 showsthree different cell header types, ATM-STI, ATM-UNI, and Strata-UNI through a
cloud. The ATM-NNI header which is not shown, differsin format from the ATM-UNI only in that
thereis no GFCI field and those four bits are added to the VPI bits to give a 12-bit VPI.

The ATM-STI header is used with BNI trunks between BPX nodes within a Cisco switch
subnetwork. The ATM-UNI isthe standard ATM Forum UNI supported by the BXM card along with
standard NNI. Virtual trunks terminating on BXMs or UXMs use the standard ATM-UNI or
ATM-NNI header as specified by the cloud administrator (such as, Service Provider). Virtual trunks
terminating on BNIs use the Strata-UNI header.

Because the BNI cards use a Strata-UNI format across a virtual trunk, BNI virtual trunks are not
compatible with BXM/UXM virtual trunks which use either the standard UNI or NNI cell header
formats. Therefore, BXM to BXM, UXM to UXM, and BXM to UXM virtual trunks are supported,
while BNI to BXM or BNI to UXM virtual trunks are not supported.

Figure 7-5 ATM Virtual Trunk Header Types
HCF | 00 PID GFCI VPI GFClI VPI
PID CID VPI VCI VPI VCI
CID PYLD VCI VCI
FST PTI VCI PTI FS (unused) PTI
HEC HEC HEC 2
ATM-STI ATM-UNI Strata-UNI through cloud

Bit Shifting for Virtual Trunks

The ATM-STI header uses four of the VPI bit spaces for additional control information. When the
cell isto be transferred across a public network, a shift of these bit spacesis performed to restore
them to their normal location so they can be used across a network expecting a standard header.

This bit shifting is shown in Table 7-3. A BNI in the Cisco subnetwork can interfaceto an ASI or
BXM (port configured for port mode) in the cloud. The ASI or BXM in the cloud is configured for
no shift in this case.

A BXM in the Cisco subnetwork can interfaceto an ASlI UNI port, BXM UNI port, or other UNI
port in the cloud. The BXM or ASI in the cloud is configured for bit shifting as shown in Table 7-3.

Table 7-3 Bit Shifting for Virtual Trunking

Subnetwork FW Rev  Shift Cloud FW Rev Shift

BXM -- > BXM (port Yes*
mode)

BNI - > AS No

BNI -- > BXM (port No
mode)

BXM > AS Yes
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Routing with Virtual Trunks

AutoRoute, PNNI, and MPLS all use different routing mechanisms. However, the routing
mechanisms meet the following criteria when dealing with virtual trunks:

® Virtual Trunk Existence—Routing has special restrictions and conid assignments for a virtual
trunk. For example, VPC's may not be routed over avirtual trunk.

® Traffic Classes—The unique characteristics of CBR, VBR, and ABR traffic are maintained
through the cloud as long as the correct type of virtual trunk is used. The traffic classes allowed
per virtual trunk are configured by the user with cnftrk. The routing a gorithm excludes virtual
trunks whose traffic class is not compatible with the candidate connection to be routed.

® Connection Identifier (Conid) Capacity—Each virtual trunk has a configurable number of
connection channels reserved from the card. The routing algorithm checks for adeguate channel
availability on avirtual trunk before selecting the trunk for aroute.

Virtual Trunk Bandwidth

The total bandwidth of all the virtual trunksin one port cannot exceed the maximum bandwidth of
the port. The trunk loading (load units) is maintained per virtual trunk, but the cumulative loading
of al virtual trunks on a port isrestricted by the transmit and receive rates for the port.

Virtual Trunk Connection Channels

The total number of connection channels of all the virtual trunksin one port cannot exceed the
maximum number of connection channels of the card. The number of channels availableis
maintained per virtual trunk

Cell Transmit Address Translation

All cellstransmitted to avirtual trunk have atranslated cell address. This address consists of aVPI
chosen by the user and aVCI (Conld) chosen internally by the software. The trunk firmwareis
configured by the software to perform this translation.

Cell Receive Address Lookup

The user-chosen VPl isthe samefor all cellson avirtual trunk. At the receiving end, multiplevirtual
trunks can send cellsto one port. The port must be able to determine the correct channel for each of
these cells. The VPI isunique on each trunk for all the cells, but the VCI may be the same acrossthe
trunks. Each port type has a different way of handling the incoming cell addresses. Only the BXM

and UXM are discussed here.

Selection of Connection ldentifier

For connections, the associated LCNs are selected from a pool of LCNs for the entire card. Each
virtual trunk can use the full range of acceptable conid values. The range consists of al the 16-bit
values (1-65535) excluding the node numbers and blind addresses. A port usesthe VPI to
differentiate connections which have the same conid.

The number of channels per virtual trunk can be changed once the trunk has been added to the
network. Decreasing the number of channels on an added virtual trunk will cause connection
reroutes whereas increasing the number of channels on an added virtual trunk will NOT cause
connection reroutes.
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Routing VPCs over Virtual Trunks

A VPC isnot allowed to be routed over avirtual trunk. The routing algorithm excludes all virtual
trunks from the routing topology. The reason for this restriction is due to how the virtual trunk is
defined within the ATM cloud.

The cloud uses aVPC to represent the virtual trunk. Routing an external VPC across avirtual trunk
would consist of routing one VPC over another VPC. This use of VPCsis contrary to its standard
definition. A VPC should contain multiple VCCs, not another VPC. In order to avoid any
non-standard configuration or use of the ATM cloud, VPCs cannot be routed over avirtual trunk
through the cloud.

Primary Configuration Criteria

7-10

The primary commands used for configuration of virtual trunks are cnftrk, enfrsrc, and
cnftrkparm.

Note A virtual trunk cannot be used as afeeder trunk. Feeder connections cannot be terminated on
avirtual trunk.

Configuration with cnftrk

The main parameters for cnftrk are transmit trunk rate, trunk VPI, Virtual Trunk Type, Connection
Channels, and Valid Traffic Classes.

The VPI configured for avirtual trunk must match the VVPI of the VPC in the public ATM cloud.
Every cell transmitted to the virtual trunk has this VPI value. Valid VPC VPls depend on the port
type as shown in Table 7-4
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Table 7-4 VPI Ranges

Port Type Valid VPI Range
BXM/UXM (UNI) 1-255

BXM/UXM (NNI) 1-4095

BNI T3/E3 1-255

BNI OC-3 1-63

Configuration with cnfrsrc

cnfrsrcisused to configure conids (Icns) and bandwidth. The conid capacity indicates the number
of connection channels on the trunk port which are usable by the virtual trunk.

This number cannot be greater than the total number of connection channels on the card. The
maximum number of channelsis additionally limited by the number of VCI bitsin the UNI cell
header. For avirtual trunk, the number is divided by the maximum number of virtual trunks on the
port to determinethe default. Thisvalueis configured by the cnfsrc command onthe BPX. Table 7-5
lists the number of connection ids for virtual trunks on various cards.

Table 7-5 Maximum Connection IDs (LCNSs)

Port Type Maximum Conids Default
BXM/UXM 1-(number of channels on the card) 256

BNI T3/E3 1-1771 256
BNI OC-3 1-15867 (3837 max/vtrk 256

Configuration with cnftrkparm

cnftrkparm—BXM and UXM virtual trunks have all the configuration parameters for queues as
physical trunks.

The integrated alarm thresholds for major alarms and the gateway efficiency factor is the same for
all virtual trunks on the port. Note that BNI VTS are supported by a single queue and do not support
configuration of al the OptiClass queues on asingle virtua trunk.

VPC Configuration with the ATM Cloud
In order for the virtual trunk to successfully move data through an ATM cloud, the cloud must
provide some form of connectivity between the trunk endpoints. The ATM equipment in the cloud
must support virtual path switching and move incoming cells based on the VPI in the cell header.

A virtual path connection (VPC) is configured in the cloud to join two endpoints. The VPC can
support either CBR, VBR, or ABR traffic. A unique VPID per VPC isused to moved datafrom one
endpoint to the other. The BPX nodes at the edge of the cloud send in cells which match the VPC's
VPl value. As aresult the cells are switched from one end to the other of the ATM public cloud.

Within the ATM cloud one virtual trunk is equivalent to one VPC. Since the VPC is switched with
just the VPI value, the 16 VVCI bits (from the ATM cell format) of the ATM cell header are passed
transparently through to the other end.

If the public ATM cloud consists of BPX hodesusing BXM cards, the access points within the cloud
areBXM ports. If the cloud consistsof IGX nodes, the access pointswithin the cloud are UXM ports.
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If thelink to the public cloud from the private network is using BNI cards, then access pointswithin
the cloud are ASI ports. The BNI card uses an STI header. The ASI port cards within the cloud are
configured to not shift the V Cl when forming the STI header. The command cnfport allowsthe user
to configure no shifting on the port.

Virtual Trunk Interfaces

The two ends of avirtual trunk can have different types of port interfaces. For example, avirtual
trunk may contain a T3 port at one end of the ATM cloud and an OC-3 port at the other end.
However, both ends of the trunk must have the same bandwidth, connection channels, cell format,
and traffic classes. This requirement is automatically checked during the addition of the trunk.

Virtual Trunk Traffic Classes

All types of traffic from a private network using Cisco nodes are supported through a public ATM
cloud. The CBR, VBR, and ABR configured virtual trunkswithin the cloud should be configured to
carry the correct type of traffic.

® CBR Trunk: ATM CBR traffic, voice/data/video streaming, and so on
® VBRTrunk:  ATM VBR traffic, framerelay traffic, and so on
® ABRTrunk:  ATM ABRtraffic, ForeSight traffic, and so on

A CBR configured trunk is best suited to carrying delay sensitive traffic such as voice/data,
streaming video, and ATM CBR traffic, and so on

A VBR configured trunk is best suited to carrying frame relay and VBR traffic, and so on
An ABR configured trunk is best suited to carrying ForeSight and ABR traffic, and so on

Two-stage queueing at the egress of virtual trunksto the ATM cloud allows shaping of traffic before
it enters the cloud. However, the traffic is still routed on asingle VPC and may be affected by the
traffic class of the VPC selected.

A user can configure any number of virtual trunks up to the maximum number of virtual trunks per
dot (card) and the maximum number of logical trunks per node. These trunks can be any of thethree
trunk types, CBR, VBR, or ABR.

A user can configure any number of virtual trunks between two ports up to the maximum number of
virtual trunks per slot and the maximum number of logical trunks per node. These trunks can be any
of the three trunk types.

Virtual Trunk Cell Addressing
Cellstransmitted to a virtual trunk use the standard UNI or NNI cell format.
The trunk card at the edge of the cloud ensures that cells destined for a cloud VPC have the correct

VPI/VCI. The VPI isan 12-bit value ranging from 1-4095. The VCI is a 16-hit value ranging from
1-65535.

BXM/UXM Two Stage Queueing

The UXM and BXM share the same queueing architecture. The egress cells are queued in 2 stages.
First they are queued per Virtua Interface (1), each of which supports avirtua trunk. Within each
V1, the traffic is queued as per its normal OptiClass traffic type. In other words, voice,
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Time-Stamped, Non Time-stamped, High Priority, BDATA, BDATB, CBR, VBR, and ABR traffic
is queued separately. The overall queue depth of the V1 isthe sum of all the queue depthsfor al the
available queues. The user does not directly configure the V1.

The user command cnftrkparm is used to configure the queues within the virtual trunk.

Configuration

Connectivity is established through the public ATM cloud by alocating virtual trunks between the
nodes on the edge of the cloud. With only a single trunk port attached to asingle ATM port in the
cloud, anode uses the virtual trunksto connect to multiple destination nodes across the network
thereby providing full or partial meshing as required.

From the perspective of the Cisco node, avirtual trunk is equivalent to aVPC provided by an ATM
cloud where the VPC provides the connectivity through the cloud.

Virtual Trunk Example

Thefollowing isatypical example of adding one virtual trunk across an ATM network. On one side
of the cloud isaBPX withaBXM trunk card in slot 4. On the other side of the cloud isan IGX with
aUXM trunk cardin slot 10. A virtual trunk is added between port 3 on the BXM and port 2 on the

UXM (see Figure 7-6).

Perform the following: .

Step 1 Initial Setup

Step 2 Inthepublic
ATM cloud

Step3 AtBPX_A  uptrk 4.3.1
uptrk 4.3.2

Step 4 AtBPX_A cnftrk 4.3.1 ...
cnftrk 4.3.2 ...

Step5 AtBPX_A  cnfrsrc4.3.1...
cnfrsrc4.3.2 ...

Step 6 AtBPX B uptrk 5.1.1
uptrk 5.1.2

Step 7 AtBPX_B cnftrk 5.1.1 ...
cnftrk 5.1.2 ...

Step 8 AtBPX_B cnfrsre 5.1.1 ..
cnfrsrc5.1.2 ...

Step 9 AtIGX_A uptrk 10.2.1
uptrk 10.2.3

Contact Customer Service to enable virtual trunking on the
nodes in your network.

Obtain the VPCs for the virtual trunks for the service provider.
These are the VPCs that are configured within the ATM cloud
by the service provider to support the virtual trunks.

Up virtual trunks 4.3.1 and 4.3.2 on BXM port 4.3.

Configure the virtual trunks to match the cloud’s VPC
configuration, including: VPI, header type (UNI or NNI),
traffic classes, and VPC type, and so on

Configure the number of conids, bandwidth, and so on,
available for the virtual trunks.

Up virtual trunks5.1.1 and 5.1.2 on BXM port 5.1.
Configure the virtual trunks to match the cloud’s VPC

configuration, including: VPI, header type (UNI or NNI),
traffic classes, and VPC type, and so on

Configure the number of conids, bandwidth, and so on,
available for the virtua trunks.

Up virtual trunks 10.2.1 and 10.2.3 on IGX trunk port 10.2.
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Step 10 AtIGX_A cnftrk 10.2.1 ... Configure the virtual trunks to match the cloud’s VPC
cnftrk 10.2.3 configuration, including: VPI, header type (UNI or NNI),
traffic classes, and VPC type, and so on
Step 11 AtIGX_A cnfrsrc 10.2.1 ... Configure the number of conids, bandwidth, and so on,
cnfrsrc 10.2.3 available for the virtual trunk.

Step 12 AtBPX_A  addtrk 4.3.1 IGX_A 10.2.1 Add thevirtua trunks between three nodes. Using addtrk
addtrk 43.2 BPX_B 5.1.1 10.2.1.. aI IGX_A and addtrk 5.1.1 ... at BPX_B would aso
add the virtual trunks.

Step 13 AtBPX_B  addtrk 5.1.2 IGX_A 10.2.3 Add thevirtua trunks between the two nodes. Using addtrk
10.2.3 ... at IGX_A would aso add the virtual trunks.

The VPI values chosen using cnftrk must match those used by the cloud VPC. In addition, both ends
of the virtual trunk must match with respect to: Transmit Rate, VPC type, traffic classes supported,
and the number of connection channels supported. The addtrk command checks for matching
values before allowing the trunk to be added to the network topol ogy.

The network topology as seen from a dsptrks command at BPX_A would be:
BPX_A 4.3.1-102.1IGX_A
BPX_A 4.3.2-5.1.1/BPX_B

Figure 7-6 Addition of Virtual Trunks across a Public ATM Network

VPCs within the cloud,
one for each virtual trunk
(virtual trunks can be IGX_A

BPX_A

type CBR, VBR, or ABR)

BXM 4
IGX 10
ATM-UNI N 481 1021
ST ATM-UNI
BPX_B
BXM 5
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Trunk Redundancy

Trunk redundancy can refer to one of two features:
® SONET Automatic Protection Switching (APS)
® Y-redundancy

APS Redundancy

In thisrelease, APS line redundancy is supported. APS line redundancy is only available on BXM
SONET trunks and is compatible with virtual trunks. The trunk port supporting virtual trunks may
have APS line redundancy configured in the same way it would be configured for a physical trunk.
The commands addapsin, delapsin, switchapsin, and cnfapsin are all supported on virtual trunk
ports. The syntax for these commandsis unchanged; they accept atrunk port parameter as dlot.port.
For more information, refer to the Chapter 9, “SONET APS.”

Y-Redundancy

The original trunk redundancy featureis an IGX only feature and is not used for virtua trunks. The
commands addtrkred, deltrkred, and dsptrkred are rejected for virtual trunks.
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Virtual Trunk Configuration

The characteristics of avirtual trunk used by connection routing are maintained throughout the
network. Thisinformation—virtual trunk existence, traffic classes and connection channel s—is sent
to every node to allow the routing algorithm to use the trunk correctly. Routing only uses those
virtual trunks which can support the traffic type of the connection.

ILMI

ILMI provides data and control functions for the virtual trunking feature.

Blind Addressing

Each virtual trunk is assigned a blind address. In general terms the blind address is used by a node
to communicate to the node at the other end of a trunk. Specifically the blind addressis used for
sending messages across a virtual trunk during trunk addition, and for sending messages for the
Trunk Communication Failure testing.

VPC Failure Within the ATM Cloud

Any VPC failure within the ATM cloud generates avirtual trunk failure in the Cisco network. This
trunk failure allows applications (such as connection routing) to avoid the problem trunk.

Upon receiving notification of aVVPC failure, the trunk is placed into the “ Communication Failure”
state and the appropriate trunk alarms are generated. The trunk returnsto the “Clear” state after the
VPC clears and the trunk communication failure test passes.
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Trunk Statistics

Statistics are collected on trunks at several different levels.

® Physical line statistics apply to each physical port. In the case of IMA trunks, the physical line
statistics are tallied separately for each T1 port.

On the both the BPX and the IGX, physical line stats are displayed on the dspphysnstats,
dspphyslnstathist, and dspphysinerrs screens. These commands only accept physical line
numbers (i.e.,. dlot.port). These commands are new to the BPX in this release.

® | ogical trunk statisticsrefer to counts on trunksthat are visibleto users asrouting entities. This
includes physical trunks and virtual trunks.

Logical trunk stats are displayed on the dsptrkstats, dsptrkstahist, and dsptrkerrs screens.
These commands only accept logical trunk numbers and display only logical trunk stats.

® VI statistics are a subset of the logical trunk statistics.
® Queue statistics are a subset of the logical trunk statistics.

® Channel statisticsarenot polled by software on trunks. However, they areavailableif the debug
command dspchstatsis used.

A listing of trunk statistics including statistics type, card type, and line type, as applicable, is
provided in Table 7-6.

Table 7-6 Trunk Statistics

Statistic Stat Type Card Type Line Type
Tota Cells Received Logicd UXM/BXM All

Tota Cells Transmitted Logicd UXM/BXM All

LOS transitions Physica UXM/BXM All

LOF transitions Physica UXM/BXM All

Line AlStransitions Physical UXM/BXM T3/E3/Sonet
Line RDI(Yellow) transitions Physical UXM/BXM T3/E3/Sonet
Uncorrectable HCS errors Physical UXM T3/E3/Sonet
Correctable HCS errors Physical UXM T3/E3/Sonet
HCSerrors Physical BXM T3/E3/Sonet
Line Code Violations, ES, and SES Physical BXM T3/E3

Line Parity(P-bit]) errors, ES, and SES Physical BXM T3

Path Parity(C-bit) errors, ES, and SES Physical BXM T3

Far End Block Errors Physical BXM T3

Framing Errors and SES Physical BXM T3/E3
Unavailable Seconds Physical BXM T3/E3
PLCP LOF and SES Physical BXM T3

PLCP YEL Physical BXM T3

PLCP BIP-8, ES, SES Physical BXM T3

PLCP FEBE, ES, SES Physical BXM T3

PLCP FOE, ES, SES Physical BXM T3
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Table 7-6 Trunk Statistics (Continued)

Statistic Stat Type Card Type Line Type
PLCP UAS Physical BXM T3
LOC errors Physical UXM/BXM E3/Sonet
LOP errors Physical UXM/BXM Sonet
Path AIS errors Physical UXM/BXM Sonet
Path RDI errors Physical UXM/BXM Sonet
Section BIP-8 counts, ES, and SES Physical UXM/BXM Sonet
Line BIP-24 counts, ES, and SES Physical UXM/BXM Sonet
Line FEBE counts, ES, and SES Physical UXM/BXM Sonet
Section SEFS Physical UXM/BXM Sonet
Line UAS and FarEnd UAS Physical UXM/BXM Sonet
Clock Loss Transitions Physical UXM TUEL
Frame Loss Transitions Physical UXM TUEL
Multiframe Loss Physical UXM TUEL
CRC errors Physical UXM T1EL
BPV Physical UXM T1
Frame bit errors Physical UXM E1
Unknown VPI/VCI count Physical UXM/BXM All
Errored LPC cell count Physical UXM All
Non-zero GFC cell count Physical UXM/BXM All
Max Differential Delay Physical UXM T1EL
Uncorrectable HEC errors Physical UXM All
Cell Hunt count Physical UXM T1E1
Bandwidth Changed count Physical UXM TUEL
Receive CLP=0 cell count Logical UXM/BXM All
Receive CLP=1 cell count Logical UXM/BXM All
Receive CLP=0 cell discard Logical UXM/BXM All
Receive CLP=1 cell discard Logical UXM/BXM All
Transmit CLP=0 cell count Logical UXM/BXM All
Transmit CLP=1 cell count Logical UXM/BXM All
Receive OAM cell count Logica UXM/BXM All
Transmit OAM cell count Logical UXM/BXM All
Receive RM cell count Logical UXM/BXM All
Transmit RM cell count Logical UXM/BXM All
For Each Traffic Type:

(V,TSNTS,ABR,VBR,CBR, BdatB, BdatA,HP)

Cells served Logicd UXM/BXM All
Maximum Qbin depth Logicd UXM/BXM All
Célls discarded count Logicd UXM/BXM All
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Trunk Alarms

Logical Trunk Alarms

Statistical alarming is provided on cell drops from each of the OptiClass queues. These dlarms are
maintained separately for virtual trunks on the same port.

Physical Trunk Alarms

A virtual trunk also has trunk port alarms which are shared with all the other virtual trunks on the
port. These alarms are cleared and set together for all the virtual trunks sharing the same port.

Physical and Logical Trunk Alarm Summary
A listing of physical and logical trunk alarmsis provide in Table 7-7.

Table 7-7 Physical and Logical Trunk Alarms

Physical

SONE
Alarm Type T1 El T3 E3 T Logical Statistical Integrated

LOS X X
OOF X
AIS X
YEL

PLCP OOF
LOC X
LOP

PATH AIS
PATH YEL
PATH TRC
SECTRC
ROOF
FER
AIS16
IMA

NTSCells X X
Dropped

TSCdls X X
Dropped

Voice Cells X X
Dropped

Bdata Cells X X
Dropped

X | X | X | X
X | X | X | X
X | X | X | X
X | X | X | X

XX | X|X|X

X | X | X | X|X|X

XIX|X|IX|X|X[X|X|X|X]|X|X|X]|X

X | X | X | X
X | X | X | X
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Table 7-7 Physical and Logical Trunk Alarms (Continued)

Physical

SONE

Alarm Type T1 El T3 E3 T Logical Statistical Integrated
BdatB Cells X X
Dropped
HP Cells X X
Dropped
CBR Cdlls X X
dropped
VBR Cells X X
dropped
ABR Cells X X
dropped

Event Logging

All trunk log events are modified to display the virtual trunk number. The examplesin Table 7-8 and
Table 7-8 and Table 7-9 show the log messaging for activating and adding a virtual trunk 1.2.1.
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Table 7-8 IGX Log Messaging for Activating and Adding VT
Class Description

Info NodeB at other end of TRK 1.2.1

Clear TRK 1.2 OK

Major TRK 1.2 Loss of Sig (RED)

Clear TRK 1.2.1 Activated

Table 7-9 BPX Log Messaging for Activating and Adding VT
Class Description

Info NodeB at other end of TRK 1.2.1

Clear TRK 1.2.1 OK

Major TRK 1.2.1 Loss of Sig (RED)

Clear TRK 1.2.1 Activated

Error messages
Added error messages for virtual trunks are listed in Table 7-10

Table 7-10 Virtual Trunk Error Messages

Message - Description

“Port does not support virtua trunking” - Port is not configured for virtua trunks
“Port configured for virtual trunking” - Port is not configured for aphysical trunk
“Invalid virtual trunk number” - Virtual trunk number isinvalid
“Maximum trunks per node has been reached” - Trunk limit per node has been reached
“Invalid virtual trunk VPI” - Virtual trunk VP! isinvalid

“Invalid virtual trunk traffic class’ - Virtual trunk traffic classisinvalid
“Invalid virtual trunk VPC type’ - Virtua trunk VPC typeisinvalid
“Invalid virtual trunk conid capacity” - Virtua trunk conid capacity isinvalid
“Mismatched virtual trunk configuration” - Ends of virtua trunk have different

configuration

“Maximum trunks for card has been reached” - Thetrunk card isout of VIs

BXM Virtual Trunks 7-21



Command Reference

Command Reference

The following command descriptions are summaries specific to virtua trunk usage on the BPX,
using the BXM cards, and do not necessarily have complete descriptions covering all facets of the
commands. For complete information about these commands, refer to the Cisco WAN Switching
Command Reference and Cisco WAN Switching Superuser Command Reference. For information
about the UXM, refer to the IGX 8400 Series documents. Also, refer to the Cisco WAN Manager
documents for application information using agraphical user interface for implementing command
functions.

® Three main commands are used for configuring virtual trunks. These are cnftrk, cnftrkparm,
and cnfrsrc which configure all port and trunk attributes of a trunk. When a physical port
attribute change is made, the user is notified that all trunks on the port are affected.

® Virtual trunks support APS redundancy on BXM OC-3 and OC-12 ports. The commands
addapsIn, delapsln, switchapsln, and cnfapsln are the main commands. For more information,
refer to the section on APS Redundancy in thismanual. The prior Y-redundancy is not supported
by virtual trunks, nor the related commands, addtrkred, deltrkred, and dsptrkred.

A summary of these commands s provided in the following pages:

Virtual Trunk Commands

Note Since avirtua trunk is defined within atrunk port, its physical characteristics are derived
form the port. All the virtual trunks within a port have the same port attributes.

If aphysical trunk is specified on a physical port which supports multiple virtual trunks, the
command is applied to all virtual trunks on the physical port. If a virtual trunk is specified for a
command which configuresinformation related to the physical port, then the physical port
information is configured for all virtual trunks.

With Release 9.2, the BPX statistics organization is modified to separate logical and physical trunk
statistics. Thisis aso the method used on the UXM card on the IGX 8400 series switches.

Virtual Trunks Commands Common to BXM and UXM

The following commands are available on both the IGX and the BPX and have the same results.
Refer to the IGX 8xxx Series documentation for information the IGX and UXM.

The entriesin Table 7-11 that are marked with a[*} are configured on alogical trunk basis, but
automatically affect all trunkson the port when aphysical option ischanged. For example, if theline
framing is changed on avirtual trunk, al virtual trunks on the port are automatically updated to have
the modified framing.

Table 7-11 Virtual Trunk Commands Common to BXM and UXM (IGX)
Command Description

addtrk adds atrunk to the network

ckrtrkerrs clearsthe trunk errorsfor alogica trunk

clrtrkstats clears the summary trunk statistics for alogical trunk
clrphysnerrs clearstrunk errorsfor aphysical line
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Table 7-11 Virtual Trunk Commands Common to BXM and UXM (IGX) (Continued)

Command Description

cnflnalm configures the statistical alarm thresholds for trunks and ports (affects all
trunks on node)

cnftrk configures alogical trunk [*]

cnftrkparm configures the trunk parameters of alogical trunk [*]

cnftrkstats configures the interval statistics collection for alogical trunk

cnfphysinstats configures the interval statistics for a physical line

deltrk deletes a trunk from the network

dntrk downs atrunk

dsplogtrk displaysthelogical trunk information

dspphysinstatenf displays the statistics configuration for a physical line

dspphysinstathist displays the statistics collection result for aphysical line

dsptrkenf displays the trunk configuration

dsptrkcons displays the number of connections routed over atrunk

dsptrkerrs displays the trunk errorsfor alogical trunk

dsptrks displays the upped/added trunks

dsptrkstatenf displays the configured statistics collection for atrunk

dsptrkstathist displays the statistics collection results for atrunk

dsptrkstats displays the summary trunk statistics for a trunk

dsptrkutl displays the utilization/traffic for alogical trunk

prtphysinerrs print the trunk errors for a physical line

prttrkerrs prints the trunk errors for alogical trunk

prttrks prints the active logical trunks

uptrk ups atrunk

Virtual Trunk UXM Commands

The commands listed in Table 7-12 are IGX (UXM) specific, or behave differently than their BPX
counterparts. Refer to the IGX 8400 Series documentation for further information about UXM
virtual trunk commands.

Table 7-12 Virtual Trunk UXM Commands

Command Description

clrtrkalm clearsthe statistical alarmsfor alogical trunk (affectslogical trunk alarms only)
clrphysinalm clears statistical alarms for a physical trunk (IGX only)

dspphysln displays physicd line status (IGX only)

crtrkstats clear trunk stats (IGX only)
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Virtual Trunk BXM/BNI Commands

The commands listed in Table 7-13 are BPX specific.

Table 7-13 Virtual Trunk Commands BXM/BNI
Command Description
clrtrkalm clears the statistical alarmsfor alogical trunk [*]. (clearslogica and physica

trunk alarms)

cnfrsre configure cell rate and number of conids (BXM only)
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cnfrsrc

The cnfrsrc command is used to configure resource partitions. The resources currently availablefor
configuration are the number of conids and the trunk bandwidth.

Syntax
cnfrsrc <slot>.<port>.<vtrunk> [options]

Example
cnfrsrc 4.1.1 256 26000 1 e 512 7048 2 15 26000 100000 .. ...

Attributes
Privilege Jobs Log Node Lock

BPX switch

Related Commands
cnftrk, enftrkparm

Parameters—cnfrsrc

Parameter (cnfrsrc) Description

slot.port.num Specifies the slot and port number and virtual trunk number if applicable.

maxpvclens The maximum number of LCNs allocated for AutoRoute PV Cs for this port. For
trunks there are additional LCNs allocated for AutoRoute that are not configurable.

The dsped <slot> command displays the maximum number of LCNs configurable
viathe cnfrsrc command for the given port. For trunks, "configurable LCNs"
represent the LCNs remaining after the BCC has subtracted the "additional LCNs"
needed.

For aport card, alarger number is shown, as compared with atrunk card.

Setting this field to zero would enable configuring all of the configurable LCNsto
the VSl.

maxpvcbw configure bandwidth -------------------

partition --
e/d -- defaultisd

minvsilcns --

maxvsilcns --

vsistartvpi --

vsiendvpi --

vsiminbw -)

vsimaxbw
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cnftrk

Configures trunk parameters. A trunk has a default configuration after it activated with the uptrk
command. This default configuration can be modified using the cnftrk command.

Syntax:
cnftrk <slot>.<port>.<vtrunk> [options]

Example
cnftrk 4.1.1 ... . .

Attributes
Privilege Jobs Log Node Lock

BPX, IGX switch

Related Commands
cnfrsrc, enftrkparm

Parameters-cnftrk

All physical options can be specified on virtual trunks. If a physical option is changed on a virtual
trunk (VT), the change is propagated to all VTs on the trunk port. X in the table indicates the
parameter is configurable. X* in the virtua trunk columnsindicates the parameter is aphysical
parameter, and changing the value for one VT on the port will automatically cause al VTs on the
port to be updated with the samevalue. The UXM parametersareincluded here, asthe configuration
of avirtual trunk acrossan ATM cloud could quite possibly have aBPX at one end and an IGX at

the other end.

BXM UXM
Parameter-cnftrk Physical Virtual Physical Virtual
Transmit Trunk Rate X X X X
Receive Trunk Rate X X X X
Pass Sync X X* X X*
Loop Clock X X* X X*
Statistical Reserve X X X X
Header Type X X* X X*
Trunk VPI X X X
Routing Cost X X X X
Virtual Trunk Type X X
Idle Code X X* X X*
Restrict PCC traffic X X X X

7-26 Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



cnftrk

BXM UXM
Parameter-cnftrk Physical Virtual Physical Virtual
Link Type X X* X X*
Line Framing X X* X X*
Line Coding X X*
Line Cabletype X X*
Line cable length X X* X X*
HCS Masking X X* X X*
Payload Scramble X X* X X*
Connection Channels X X X X
Gateway Channels X X
Valid Traffic classes X X X X
Frame Scramble X X* X X*
Deroute Delay Time X X X X
V¢ (Traffic) Shaping X X X X

Description
The following describes some of the major parameters in more detail:

Transmit Trunk Rate—This parameter indicates the trunk load. This valueis configured by
cnfrsrc on BXMs.

Virtual Trunk Type—The VPC typeindicates the configuration of the VPC provided by the ATM
cloud. Valid VPC types are CBR, VBR, and ABR.

Traffic classes—The traffic classes parameter indicates the types of traffic atrunk may support. By
default atrunk supports all traffic classes, i.e., any type of traffic can be routed on any type of VPC.
However, to prevent unpredictable results, a more appropriate configuration would be to configure
traffic classes best supported by the VPC type:

High priority traffic can be routed over any of the VPC types._

VPC Type Recommended Traffic Classes

CBR All Traffic classes

VBR ATM VBR, Bdata, Bdatb (ForeSight), ABR
ABR ATM ABR, Bdatb (ForeSight)

VPC VPI—The VPI configured for avirtual trunk matchesthe VPI for the VPC in the cloud. Every
cell transmitted to this trunk hasthis VPI value. Valid VPC VPIs depend on the port type.

Port Type Valid VPI Range
BXM/UXM (UNI) 1-255

BXM/UXM (NNI) 1-4095

BNI T3/E3 1-255

BNI OC-3 1-63
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Conid Capacity—The conid capacity indicates the number of connection channels on thetrunk port
which are usable by the virtual trunk. This number cannot be greater than the total number of
connection channels on the card. The maximum number of channelsis additionally limited by the
number of VCI bitsin the UNI cell header. For avirtual trunk, this number is divided by the
maximum number of virtual trunkson the port to get the default. Thisvalueisconfigured by cnfrsrc

on BPXs.

Port Type Max Conids

BXM/UXM 1-(#channels on card)

BNI T3/E3 1-1771

BNI OC-3 1-15867 (3837 max/VTRK)

Header Type—The cell header can be changed from NNI to UNI. UNI isthe default for virtual
trunks, but it may be necessary to configure this parameter to NNI to match the header type of the
VPC provided by the cloud. Thisis anew configurable parameter for physical and virtual trunks.

Example

Configure virtual trunk 6.1.5 with the following command:

cenftrk 6.1.5 oo
node4 TRM sal | 1 GX 16 9.2 Sep. 22 1998 16: 35 PDT
TRK 6.1.5 Config oC-3 [366792cps] UXM slot: 6
Transmit Trunk Rate: 353208 cps Frame Scranbl e: Yes
Rcv Trunk Rate: 353207 cps Cel | Fram ng: STS-3C
Pass sync: Yes Cel | Header Type: UN
Loop cl ock: No Virtual Trunk Type: CBR
Statistical Reserve: 1000 cps Virtual Trunk VPI: 20
I dl e code: 7F hex
Restrict PCC traffic: No
Li nk type: Terrestria
HCS Maski ng: Yes
Payl oad Scranbl e: Yes
Connection Channels: 256
Gat eway Channel s: 256

Valid Traffic C asses
V, TS, NTS, FR, FST, CBR, VBR, ABR

Last Command: cnftrk 6.1.5 ...........
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cnftrkparm

Configures trunk parameters. The BXM and UXM virtual trunks have the same configuration
parameters for queues as physical trunks. The integrated alarm thresholds for major alarms and the

gateway efficiency factor isthe samefor al virtual trunks on the port.

Note Notethat BNI VTs are supported by a single queue and do not support configuration of all

the OptiClass queues on asingle virtua trunk.

Syntax
cnftrkparm <dot>.<port>.<vtrunk> [options]

Example
cnftrkparm4.1.1 .....

Attributes
Privilege Jobs Log Node

BPX switch

Related Commands
cnftrk, cnfrsrc

Parameters—cnftrkparm

BXM

UXM

Descriptions Physical Virtual

Physical

Virtual

Queue Depth - Voice

X

Queue Depth - NTS

Queue Depth - TS

Queue Depth - Bdata A

Queue Depth - BdataB

Queue Depth - High Priority

Queue Depth - CBR

Queue Depth - VBR

Queue Depth - ABR

XX | X|X|X|X|X|X|X|X

Max Age - Voice

XX | X| X | X |X|X|X

Red Alm - I/O

>
*

>
*

Yel Alm - 1/0

X
*

>
*

x

Lo/Hi CLP and EFCN Bdata A

x

XIX|X|X|X|X|X|X|X|X|X|X]|X|X

x

Lo/Hi CLP and EFCN Bdata B

XIX|X|X|X|X|X|X|X|X|X|X]|X|X

x
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BXM UXM
Descriptions Physical Virtual Physical Virtual
Lo/Hi CLPfor CBR X X X X
Lo/Hi CLPfor VBR X X X X
Low/Hi CLP, and EFCN for ABR X X X X
EPD and EFCN for CBR and VBR X X
SV C Queue pool size X X
Gateway Efficiency X X*
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dspload

Displays trunk loading

Sytax
dspload <slot>.<port>.<vtrunk>

Example:
Display loading of 13.3.12 with the following command:
dspload 13.3.13

node4 TRM sal |

I1GX 16

9.2 Sep. 22 1998 16:35 PDT

Configured Trunk Loading: TRK jerry 13.3.12 -- 4.2.10 george

No Conpl ex Gateway (this end)
Virtual (CBR, Voice, NTS, TS)

Conids Used (Max):  1( 1874)

Load Type Xnt-c Rcv-c Trunk Features
NTS 0 0 Terrestri al
TS 0 0 No ZCS

Voi ce 0 0

BData A 0 0

BData B 0 0

CBR 1560 1560

VBR 0 0

ABR 0 0

Total In Use 1560 1560

Reserved 1000 1000

Avai | abl e 350640 350640

Total Capacity 353200 353200

Last Command: dspl oad 13.3.12
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dsprts

Displays the routes used by all connections on a hode.

Syntax
dsprts
Example
Display routes by entering the following command:
dsprts
zi ggy TN sal | BPX 15 9.2 June 9 1998 12: 00 PDT
Channel Rout e
10.1.1.1
ziggy 13.3.12-- 4.2.10 rita
Pref: Not Confi gured

Last Command: dsprts

7-32 Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



dsptrkenf

dsptrkenf

Displays trunk configuration.

Syntax
dsptrk <slot>.<port>.<vtrunk>

Example

Display configuration of virtual trunk 6.1.5 with the following command:

dsptrkenf 6.1.5
node4 TRM sal | 1 GX 16 9.2 Sep. 22 1998 16: 35 PDT
TRK 6.1.5 Config oC-3 [366792cps] UXM slot: 6
Transmit Trunk Rate: 353208 cps Frame Scranbl e: Yes
Rcv Trunk Rate: 353207 cps Cel | Fram ng: STS-3C
Pass sync: Yes Cel | Header Type: UN
Loop cl ock: No Virtual Trunk Type: CBR
Statistical Reserve: 1000 cps Virtual Trunk VPI: 20
I dl e code: 7F hex
Restrict PCC traffic: No
Li nk type: Terrestria
HCS Maski ng: Yes
Payl oad Scranbl e: Yes
Connection Channels: 256
Gat eway Channel s: 256

Valid Traffic C asses
V, TS, NTS, FR, FST, CBR, VBR, ABR

Last Command: dsptrkenf 6.1.5 ...........
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dsptrks

Displays basic trunk information for a node

Syntax
dsptrks

Example
Display trunks by entering the following command:

dsptrks

zi ggy TN sal | BPX 15 9.2 June 9 1998 12: 00 PDT

TRK Type Current Line Alarm Status O her End
13.3.12 OC 3 Clear - K rita/4.2.10
9.1 T3 Cear - K dam an/ 2. 2

Last Command: dsptrks
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CHAPTER 8

ATM Connections

This chapter describes how ATM connection services are established by adding ATM connections
between ATM service interface portsin the network using ATM standard UNI 3.1 and Traffic
Management 4.0. It describes BXM and ASI card operation and summarizes ATM connection
parameter configuration

The chapter contains the following:

® ATM Connection Services

® SVCs

® Traffic Management Overview

® ATM Connection Requirements

® ATM Connection Flow

® rt-VBR and nrt-VBR Connections
® ATM Connection Configuration

® Traffic Policing Examples

® Traffic Shaping for CBR, rt-VBR, nrt-VBR, and UBR
® LMl and ILMI Parameters

ATM Connection Services

ATM connection services are established by adding ATM connections between ATM service
interface ports in the network. ATM connections can originate and terminate on the ASl (ATM
Service Interface) cards, on BXM-T3/E3, BXM-155 (OC-3), and BXM-622 (OC-12) cards
configured for port (service access) operation on the BPX switch, or on the MGX 8220 (using the
AUSM card for the MGX 8220). Frame relay to ATM network interworking connections are
supported between either BXM or ASI cardsto the IPX, IGX, or MGX 8220. Framerelay to ATM
service interworking connections are supported between either BXM or AS| cardsto FRSM cards
on the MGX 8220.

Figure 8-1 isadepiction of ATM connections over a BPX switch network. It shows ATM
connections viaBXM-T3/E3, BXM-155, BXM-622, ASI-1, and ASI-155 cards, aswell as over
MGX 8220 switches. It also shows Frame Relay to ATM interworking connections over the MGX
8220, IPX, and IGX shelves. For further information on the MGX 8220, refer to the Cisco MGX
8220 Reference document.
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Figure 8-1 ATM Connections over a BPX Switch Network
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When an Extended Services Processor (ESP) is co-located with a BPX switch, ATM and Frame
Relay Switched Virtual Circuits (SVCs) are supported in addition to Permanent Virtual Circuits
(PVCs). For further information on ATM SV Cs, refer to the Cisco WAN Service Node Extended
Services Processor Installation and Operation document.
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Traffic Management Overview
The ATM Forum Traffic Management 4.0 Specification defines five basic traffic classes:

® CBR (Constant Bit Rate)

® rt-VBR (Real-Time Variable Bit Rate)

® nrt-VBR (Non-Real Time Variable Bit Rate)
® UBR (Unspecified Bit Rate)

® ABR (Available Bit Rate)

Table 8-1 summarizes the major attributes of each of the traffic management classes:

Table 8-1 Standard ATM Traffic Classes

Attribute CBR rt-VBR nrt-VBR UBR ABR

Traffic Parameters

PCR& CDVT X X X X X

SCR & MBS X X

MCR X

QoS Parameters

Pk-to-Pk CDV X X

Max CTD X X

CLR X X X nw specific

Other Attributes

Congestion Control X
Feedback

Traffic parameters are defined as:
® PCR (Peak Cell Ratein cellg/sec): the maximum rate at which a connection can transmit.

® CDVT (Céel Delay Variation Tolerance in usec): establishes the time scale over which the PCR
ispoliced. Thisisset to alow for jitter (CDV) that isintroduced for example, by upstream nodes.

® MBS (Maximum Burst Sizein cells): isthe maximum number of cellsthat may burst at the PCR
but still be compliant. Thisisused to determinethe BT (Burst Tolerance) which controlsthetime
scale over which the SCR (Sustained Cell Rate) is policed.

® MCR (Minimum Cell Ratein cells per second): isthe minimum cell rated contracted for delivery
by the network.

QoS (Quality of Service) parameters are defined as:
® CDV (Cell Delay Variation): ameasure of the cell jitter introduced by network elements.

® Max CTD (Cell Transfer Delay): isthe maximum delay incurred by acell (including propagation
and buffering delays.

® CLR (Cdl Loss Ratio): is the percentage of transmitted cells that are lost.
Congestion Control Feedback:

® With ABR, provides a meansto control flow based on congestion measurement.
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Standard ABR notes:

Standard ABR uses RM (Resource Management) cellsto carry feedback information back to the
connection’s source from the connection’s destination.

ABR sourcesperiodically interleave RM cellsinto the datathey are transmitting. These RM cellsare
calledforward RM cellsbecausethey travel inthe same direction asthe data. At the destination these
cells are turned around and sent back to the source as Backward RM cells.

The RM cells contain fields to increase or decrease the rate (the Cl and NI fields) or set it at a
particular value (the explicit rate ER field). The intervening switches may adjust these fields
according to network conditions. When the source receives an RM cell it must adjust itsrate in
response to the setting of these fields.

VSVD Description

ABR sources and destinations are linked via bi-directional connections, and each connection
termination point is both a source and a destination; a source for datathat it is transmitting, and a
destination for datathat it isreceiving. Theforward direction isdefined asfrom sourceto destination,
and the backward direction is defined as from destination to source. Figure 8-2 shows the data cell
flow in the forward direction from a source to its destination along with its associated control loop.
The control 1oop consists of two RM cell flows, one in the forward direction (from source to
destination) and the other in the backward direction (from destination to source).

The data cell flow in the backward direction from destination to source is not shown, nor are the
associated RM cell flows. However, these flows are just the opposite of that shown in the diagram
for forward data cell flows.

A source generates forward RM cellswhich are turned around by the destination and returned to the
source as backward RM-cells. These backward RM-cells may carry feedback information from the
network elements and/or the destination back to the source.

The parameter Nrm is defined as the maximum number of cells a source may send for each forward
RM cell, that is, one RM cell must be sent for every Nrm-1 data cells. Also, in the absence of Nrm-1
datacells, asan upper bound on the time between forward RM cellsfor an active source, an RM cell
must be sent at least once every Trm msecs.

BXM Connections

The BXM-T3/E3, BXM-155, and BXM-622 cards support ATM Traffic Management 4.0. TheBXM
cards are designed to support al the following service classes: Constant Bit Rate (CBR), real time
Variable Bit Rate (rt-VBR), non-real time Variable Bit Rate (nrt-VBR), Available Bit Rate (ABR
with VSVD, ABR without VSVD, and ABR using ForeSight), and Unspecified Bit Rate (UBR).
ABR with VSVD supports explicit rate marking and Congestion Indication (Cl) control.
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Figure 8-2 ABR VSVD Flow Control Diagram
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ForeSight Congestion Control

ForeSight may be used for congestion control across BPX/IGX switches for connections that have
one or both end points terminating on ASI-T3/E3 or BXM cards. The ForeSight featureis a
proprietary dynamic closed-loop, rate-based, congestion management feature that yields bandwidth
savings compared to non-ForeSight equipped trunks when transmitting bursty dataacross cell-based
networks. The BXM cards al so support the V SV D congestion control mechanism as specified inthe
ATM Traffic Management 4.0 standards.

ATM Connection Requirements

There are two connection addressing modes supported. The user may enter aunique VPI/VCI
address in which case the BPX switch functions as a virtual circuit switch. Or the user may enter
only aVPI addressinwhich case al circuits are switched to the same destination port and the BPX
switch functions as avirtual path switch in this case. The full ATM address range for VPI and VCI
is supported.Virtual Path Connections are identified by an * in the VCI field. Virtua Circuit
Connections specify both the VPI and VCI fields.

The VPI and VCI fields have significance only to the local BPX switch, and are translated by tables
in the BPX switch to route the connection. Connections are automatically routed by the AutoRoute
feature once the connection endpoints are specified.

ATM connections can be added using either the Cisco WAN Manager Connection Manager or a
node’s command line interface (CLI). Typically, the Cisco WAN Manager Connection Manager is
the preferred method as it has an easy to use GUI interface. The CLI may be the method of choice
in some special cases or during initial node setup for local nodes.
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When adding ATM connections, first the access port and access service lines connecting to the
customer CPE need to be configured. Also, the trunks across the network need to configured
appropriately for the type of connection. Following that the addcon command may be used to add a
connection, first specifying the service type and then the appropriate parameters for the connection.

For example, when configuringaBXM for CPE connections, the BXM is configured for port mode,
alineisupped with the upln command and configured with the cnfln command. Then the associated
port is configured with the cnfport command and upped with the upport command. Following this,
the ATM connections are added via the addcon command with the syntax.

Connection Routing
ATM connections for aBXM or ASI card are identified as follows:

® dot number (in the BPX switch shelf where the BXM or ASI islocated)
® port number (one of the ATM ports on the BXM or ASI)

® Virtual Path Identifier (VPI)

® Virtual Circuit Identifier (VCI) — (* for virtual path connections)

The slot and port are related to the BPX switch hardware. Virtual path connections (VPCs) are
identified by a“*” for the VCI field. Virtual circuit connections (V CCs) areidentified by both aVPI
and VCI field.

Connections added to the network are automatically routed once the end points are specified. This
AutoRoute feature is standard with all BPX, IGX, and IPX switches. The network automatically
detects trunk failures and routes connections around the failures.

addcon Command Syntax

The following parameters are entered for the BXM addcon command. Depending upon the
connection type, the user is prompted for the appropriate parameters as shown in the following:

addcon | ocal _addr node renote_addr traffic_typel/class nunber....extended paraneters
EXAMPLES
addcon 2.2.11.11 pubsbpx1 2.3.12.12 3

addcon 2. 3.22.22 pubsbpxl 2.2.24.24 abrstd 50/50 100/100 50/50
25000/* e e e d 50/50 * 3 * 80/* 35/* 20/* 50/* * 100 128 16 32 0 *

Field Value Description

local/remote_addr dot.port.vpi.vci desired VCC or VPI connection identifier

node slave end of connection

traffic_type/connection class Type of traffic, chosen from service type (nrt/rt-VBR, CBR, UBR,

ABRSTD, ABRFST, ATFR, ATFST, ATFT, ATFTFST, ATFX, ATFXFST)
or connection class. For example, for rt-VBR, connection class 3 for anew
node runing Rel. 9.2.20.

Note For anew node running 9.2.20 or later, the rt-VBR connection class
number is 3. An upgraded node wil retain existing connection classes.
Therefore, it won't have the rt-VBR connection class 3. However, the user
can configure the connection classes to whatever service and parameters
they want using the cnfcls/cnfatmcls command.
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Field Value Description

extended parameters Additional traffic management and performance parameters associated
with some of the ATM connection types, for example ABRSTD with
VSVD enabled and default extended parameters disabled.

Note Therange of VPIsand VClsreserved for PV C traffic and SV C traffic is configurable using

the cnfport command. While adding connections, the system checks the entered V PI/VPC against
therangereserved for SV Ctraffic. If thereisaconflict, theaddcon command fail swith the message
“VPI/VCI on selected port isreserved at local/remote end”.

addcon Example

The following example shows the initial steps in adding a connection with the addcon command,
and the addcon prompt requesting the user to enter the ATM type of service.

pubsbpx1 TN silves BPX 8620 9.2.2G July 21 1999 21:32 PDT
Local Renot e Renot e Rout e
Channel NodeNane Channel State Type Avoid CCS O
2.2.1.4 pubsbpx1 2.3.5.7 (04 nrt-vbr
2.2.1.5 pubsbpx1 2.3.5.8 Ok rt-vbr
2.2.1.6 pubsbpx1 2.3.5.9 Ok rt-vbr
2.3.5.7 pubsbpx1 2.2.1. 4 (04 nrt-vbr
2.3.5.8 pubsbpx1 2.2.1.5 Ok rt-vbr
2.3.5.9 pubsbpx1 2.2.1.6 Ok rt-vbr

Thi s Command: addcon 2.2.11.11 pubsbpx1l 2.3.12.12

Enter (nrt/rt-VBR, CBR, UBR ABRSTD, ABRFST, ATFR, ATFST, ATFT, ATFTFST, ATFX, ATFXFST)
or class nunber:

Instead of entering a class of service, the user can instead enter a class number to select a
pre-configured template, for example, class 4 for NTR-VBR, and class 3 for RT-VBR. The class of
service templates can be modified as required using the cnfcls/cnfatmcls command and displayed
using the dspcls/dspatmcls command.

Note For anew noderunning 9.2.20 or later, thert-VBR connection class number is 3. An upgraded
node will retain existing connection classes. Therefore, it won't have the rt-VBR connection class 3.
However, theuser can configure the connection classesto whatever service and parametersthey want
using the cnfcls/cnfatmcls command.
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An example of a cnfcls/cnfatmcls command and response is shown in the following example:

pubsbpx1 TN silves: 1 BPX 8620 9.2.2G July 16 1999 10: 42 PDT

ATM Connecti on Cl asses

Class: 2 Type: nrt-VBR
PCR( 0+1) % Uti | CDVT(0+1) AAL5 FBTC SCR
1000/ 1000 100/ 100 10000/ 10000 n 1000/ 1000
MBS Pol i ci ng
1000/ 1000 3

Description: "Default nrt-VBR 1000 "

This Conmand: cnfcls atm 2

Enter class type (rt-VBR nrt-VBR CBR, UBR, ABRSTD, ABRFST, ATFR, ATFST, ATFT,
ATFTEST, ATFEX, ATFXFST):
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ATM Connection Flow

ATM Connection Flow through the BPX

The BPX supportsthe standard ATM servicetypes, CBR, rt-VBR, nrt-VBR, ABR, and UBR. When
adding a connection, using the addcon command, these service types are selected by entering one
of the CL1 service type entries shown in Table 8-2 when prompted:

Table 8-2 Standard ATM Type and addcon

CLI Service Type Entries Connection Description

CBR cell bit rate

rt-VBR rea timeVBR

nrt-VBR non real time VBR

UBR unspecified bit rate

ABRSTD ABR per forum standard, with option to enable
VSVD congestion control.

ABRFST ABR with Cisco ForeSight congestion control.

The BPX also supports ATM to Frame Relay Network Interworking and Service Interworking
connections. When adding a connection using the addcon command, these service typesare selected
by entering one of the CLI service type entries shown in Table 8-3 when prompted:

Table 8-3 ATM to Frame Relay Network and Service Interworking

CLI Service Type Entries for addcon command Connection Description

ATFR ATM to Frame Relay Network Interworking

ATFST Same as ATFR with ForeSight

ATFT ATM to Frame Relay Transparent Service
Interworking

ATFTFST Same as ATFT with ForeSight

ATFX ATM to Frame Relay Translational Service
Interworking

ATEXFST Same as ATFX with ForeSight
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Advanced CoS Management

Advanced CoS management provides per-V C queueing and per-V C scheduling. CoS management
providesfairness between connections and firewall s between connections. Firewalls prevent asingle
non-compliant connection from affecting the QoS of compliant connections. The non-compliant
connection simply overflows its own buffer.

The cells received by aport are not automatically transmitted by that port out to the network trunks
at the port accessrate. Each VC is assigned its own ingress queue that buffers the connection at the
entry to the network. With ABR with VSV D or with Optimized Bandwidth Management
(ForeSight), the service rate can be adjusted up and down depending on network congestion.

Network queues buffer the data at the trunk interfaces throughout the network according to the
connection’s class of service. Service classes are defined by standards-based QoS. Classes can
consist of the five service classes defined in the ATM standards as well as multiple sub-classes to
each of these classes. Classes can range from constant bit rate services with minimal cell delay
variation to variable bit rates with less stringent cell delay.

When cells are received from the network for transmission out a port, egress queues at that port
provide additional buffering based on the service class of the connection.

CoS Management provides an effective means of managing the quality of service defined for various
typesof traffic. It permits network operatorsto segregate traffic to provide more control over theway
that network capacity is divided among users. Thisis especially important when there are multiple
user services on one network.

Rather than limiting the user to the five broad classes of service defined by the ATM standards
committees, CoS management can provide up to 16 classes of service (service subclasses) that can
be further defined by the user and assigned to connections. Some of the COS parameters that may
be assigned include:

®  Minimum bandwidth guarantee per subclass to assure that one type of traffic will not be
preempted by another.

® Maximum bandwidth ceiling to limit the percentage of the total network bandwidth that any one
class can utilize.

® Queue depthsto limit the delay.
® Discard threshold per subclass.

These class of service parameters are based on the standards-based Quality of Service parameters
and are software programmabl e by the user. The BPX switch provides separate queues for each
traffic class.

Connection Flow Example

The example shown in Figure 8-3 shows the general ATM connection flow through BXM cardsin
BPX switches. The cnfport, cnfportq, cnfln, cnftrk, and cnftrkparm commands are used to
configure resources affecting the traffic flow of a connection. Examples are described in Traffic
Shaping for CBR, rt-VBR, nrt-VBR, and UBR on page 12.

Note Inthisexample, BXM cardsarereferenced. However, connection flow through BNI trunk and
ASI service cards is similar, although they do not support all the features provided by BXM cards.
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Ingress from CPE 1 to BXM 3

ATM cellsfrom CPE 1 that are applied to BXM 3, Figure 8-3, are processed at the physical level,
policed per individual VC based on ATM header payload type, and routed to the applicable one of
15 per card dlot servers, each of which contains 16 CoS service queues, including ATM servicetypes
CBR, rt-VBR, nrt-VBR, ABR, and UBR.

ATM cells undergoing traffic shaping, e.g., ABR cells, are applied to traffic shaping queues before
going to one of the 15 per card slot servers. ATM cells applied to the traffic shaping queues receive
additional processing, including congestion control by means of VSVD or ForeSight and virtua
connection queuing.

Cells are served out from the ot serversviathe BPX backplane to the BCC crosspoint switch. The
cells are served out on afair basis with priority based on class of service, time in queue, bandwidth
requirements, etc.

Note For adescription of traffic shaping on CBR, rt-VBR, nrt-VBR, and UBR connections, refer
to the section later in this chapter, Traffic Shaping for CBR, rt-VBR, nrt-VBR, and UBR on page 12.

Egress to Network via BXM 10
In thisexample, ATM cells destined for BPX 2 are applied viathe BCC crosspoint switch and BPX

backplane to BXM 10 and out to the network. The cells are served out to the network via the
appropriate trunk gbin, CBR, rt-VBR, nrt-VBR, ABR, or UBR.

Ingress from Network via BXM 5

ATM cellsfrom the network that are applied to BXM 5in BPX 2 are processed at the physical level
and routed to one of 15 per card slot servers, each of which contains 16 CoS service queues,
including ATM service types CBR, rt-VBR, nrt-VBR, ABR, and UBR.

Cells are served out from the slot serversviathe BPX backplane to the BCC crosspoint switch. The
cells are served out on afair basis with priority based on class of service, timein queue, bandwidth
reguirements, etc.

Egress from BXM 11 to CPE 2

In thisexample, ATM cells destined for CPE 2 are applied viathe BCC crosspoint switch and BPX
backplane to BXM 11 and out to CPE 2. The cells are served out to CPE 2 viathe appropriate port
gbin, CBR, rt-VBR, nrt-VBR, or ABR/UBR.

ATM cells undergoing traffic shaping, e.g., ABR cells, are applied to traffic shaping queues before
going to one of the 15 per card slot servers. ATM cells applied to the traffic shaping queues receive
additional processing, including congestion control by means of VSVD or ForeSight and virtua
connection queuing.
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Figure 8-3 ATM Connection Flow via BPX Switches

ATM Cell Flow, Simplified
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Traffic Shaping for CBR, rt-VBR, nrt-VBR, and UBR

With the introduction of traffic shaping for CBR, VBR, and UBR, the user has the option to provide
traffic shaping for these connections types on the BXM. Previoudly, only ABR utilized traffic
shaping. Traffic shapinginvolvespassing CBR, VBR, or UBR traffic streamsthrough V C queuesfor

scheduled rate shaping.

per card slot server

gbins (clp hi, clp lo, efci,
etc., same as cnftrkparm)

high priority

TS

NTS

Bursty Data A

Bursty Data B

cbr
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Traffic shaping is performed on a per port basis. When traffic shaping is enabled, all traffic exiting
the port (out to the network) is subject to V C scheduling based on the parameters configured by the

user for the connection.
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Figure 8-4 shows an example of traffic shaping. In this example, port 1 is configured to perform
traffic shaping. Notethat all the ATM cellsregardless of class of service passthrough the V C queues
before leaving the card when traffic shaping is enabled. In the example, port 2 is not configured for
traffic shaping, and only the ABR traffic with FCES (flow control external segment) passes through
the VC queues.

Figure 8-4 Traffic Shaping Example
VC queues
Traffic .
shaping CBRQbIn  «—{  |«—CBR
eresied e vem
Port 1 VBR Qbin

<«<—— UBR

ABRIUBRQbIN [& ™ ¢ agRr

No traffic —&————ABR
shaping ABR/UBR Qbin |«— |« ABR (with FCES)
——— UBR
Port 2 VBR Qbin | VBR
CBR Qbin < CBR g

Traffic Shaping Rates

Configuration

Traffic shaping rates are listed in Table 8-4.

Table 8-4 Traffic Shaping Rates

Service Type MCR PCR
CBR PCR PCR
rt-VBRand nrt-VBR  SCR* %Util PCR
UBR 0 PCR
ABR MCR * %UTtil PCR

Traffic shaping is disabled by default. The cnfport and cnfln command isused to enable and disable
the function on a per port basis. The cnftrk command is used to enable traffic shaping on trunks.No
connections should be enabled on the port prior to changing the port traffic shaping parameter. If
there are existing connections when the port is toggled, then these connections will not be updated
unless the card is reset, connections are rerouted, a switchcc occurs, or the user modifies the
connection parameters. See the following examples of the cnfln, enfport, and cnftrk commands:
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Example of cnfln:

pubsbpx1 TN silves BPX 8620 9.2.2 Aug. 1 1999 14:41 PDT
LN 2.2 Config oG- 3 [ 353208cps] BXM sl ot : 2
Loop cl ock: No I dl e code: 7F hex

Li ne fram ng: --
codi ng: --
CRC: --
recv inpedance: --
El signalling: --

encodi ng: -- cabl e type:
T1 signal ling: -- | engt h:

HCS Maski ng:

Payl oad Scranbl e:
56KBS Bit Pos: -- Frame Scranbl e:
pct fast nmodem -- Cel | Fram ng:

VC Shapi ng:

Last Command: cnfln 2.2

Next Cormmand:

Example of cnfport:

pubsbpx1 TN silves BPX 8620 9.2.2 Aug. 1 1999
Port: 2.2 [ACTIVE ]

Interface: LM BXM CAC Overri de:
Type: UNI %Jtil Use:

Shift: NO SHI FT (Virtual Trunk Operation)

SI G Queue Dept h: 640 Port Load:

Prot ocol : NONE Prot ocol by Card:

Last Command: cnfport 2.2

Next Cormmand:
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Example of cnftrk:

pubsbpx1 TN silves BPX 8620 9.2.2G Aug. 1 1999 14:43 PDT
TRK 2.4 Config OC- 3 [ 353207cps] BXM sl ot : 2

Transmit Rate: 353208 Li ne fram ng: STS-3C
Protocol By The Card: No codi ng: --

VC Shapi ng: No CRC: --

Hdr Type NNI: Yes recv inpedance: --
Statistical Reserve: 1000 cps cabl e type: --

I dl e code: 7F hex | engt h: --
Connecti on Channel s: 256 Pass sync: No
Traffic:V, TS, NTS, FR, FST, CBR, NRT- VBR, ABR, T-VBR cl ock: No

SVC Vpi Mn: 0 HCS Maski ng: Yes

SVC Channel s: 0 Payl oad Scranbl e: Yes

SVC Bandwi dt h: 0 cps Frame Scranbl e: Yes
Restrict CC traffic: No Virtual Trunk Type: --

Li nk type: Terrestrial Virtual Trunk VPI: --

Routi ng Cost: 10 Deroute delay tine: 0 seconds

This Conmand: cnftrk 2.4

Transmit Rate [ 1-353208 ]:
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rt-VBR and nrt-VBR Connections

With Rel. 9.2.20 and later, rt-VBR and nrt-VBR connections are specified separately when adding a
connection using the addcon command by entering either rt-vbr or nrt-vbr to select the rt-VBR or
nrt-VBR connection class, respectively. Each connection is assigned the applicable associated
default parameters for its type of service.

For rt-VBR an additiona queue, referred to asthe rt-VBR queue, isused at a BXM or AS| port. At
BXM or BNI trunks, voice and rt-VBR traffic share a queue, referred to as the rt-VBR queue.

The rt-VBR and nrt-V BR service queues are configured differently from each other at both port
ingress and port egress queues. Thert-VBR typically uses smaller queuesfor low delay, whereasthe
nrt-VBR queues aretypically larger in size for more efficient bandwidth sharing with other non-real
time service types.

Thert-VBR connections are configured per class 3 service parameters, and nrt-VBR connections are
configured per class 2 service parameters. These class parameters can be changed using the
cnfclg/enfatmels command, or the parameters can be entered individually for each connection by
specifying ‘yes to the extended parameters prompt of the addcon command.

Note For anew node running software release 9.2.20 or later, the rt-VBR connection class number
is 3. An upgraded node wil retain existing connection classes. Therefore, it won't have the rt-VBR
connection class 3. However, the user can configure the connection classes to whatever service and
parametersthey want using the cnfcls/cnfatmcls command. For nrt-V BR connectionsin anew node,
running 9.2.20, anumber of connection classes are pre-configured, including 2, 4, 5, and 6.

Examplef cnfcls 3, for rt-VBR

pubsbpx1 TN silves:1 BPX 8620 9.2.2G July 16 1999 10: 42 PDT
ATM Connection C asses
Class: 3 Type: rt-VBR
PCR(0+1) % Uil CDVT(0+1) AAL5 FBTC SCR
4000/ 4000 100/ 100 10000/ 10000 n 4000/ 4000
MBS Pol i ci ng
1000/ 1000 3

Description: "Default rt-VBR 4000 "

This Conmand: cnfcls atm 3

Enter class type (rt-VBR, nrt-VBR CBR, UBR, ABRSTD, ABRFST, ATFR, ATFST, ATFT,
ATFTFST, ATFX, ATFXFST):
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Example of cnfcls2, for NRT-VBR

pubsbpx1 TN silves: 1 BPX 8620 9.2.2G July 16 1999 10: 42 PDT
ATM Connecti on Cl asses
Class: 2 Type: nrt-VBR
PCR(0+1) % Util CDVT(0+1) AAL5 FBTC SCR
1000/ 1000 100/ 100 10000/ 10000 n 1000/ 1000
MBS Pol i ci ng
1000/ 1000 3

Description: "Default nrt-VBR 1000 "

This Conmand: cnfcls atm 2

Enter class type (rt-VBR nrt-VBR CBR, UBR, ABRSTD, ABRFST, ATFR, ATFST, ATFT,
ATFTEST, ATFX, ATFXFST):

Connection Criteria
® Default utilization for voice traffic is 100%

® For rt-VBR connections, all hodes must be running at least Rel. 9.2.20. The user interface will
block the addition of rt-VBR connections in a network running pre-9.2.20 SWSW.

® When upgrading to Rel. 9.2.20, all existing VBR connections are re-designated as nrt-VBR
connections.

® BXM,ASI, and UXM (IGX switch) cardscan terminatert-V BR connections and support rt-VBR
queues.

® On the BPX switch BXM and BNI trunks support rt-VBR queues, and on the IGX switch only
UXM trunks support rt-VBR queues.

® Inrel 9.2.20, you can add both rt-VBR and nrt-VBR connections.The parameter prompts are the
same for both rt-VBR and nrt-VBR, except for Trunk Cell Routing Restriction prompt. (For
rt-VBR connections, the "Trunk Cell Routing Restriction™ prompt will not display because
rt-VBR traffic should only be routed over ATM trunks; rt-VBR trafficshould not be routed over
FastPacket trunks.)

® Withrelease 9.2.20, rt-vbr is supported only on single-segment connections (e.g., CPE to BXM
to BXM to CPE). Later releases will support 2 and 3 segment connections, for example with the
UXM card on the IGX switch (2 segment: CPE to IGX feeder UXM to BXM to BXM to CPE)
or (3 segment: CPE to IGX feeder UXM to BXM to BXM to IGX feeder UXM to CPE).

Connection Management

The BPX Command Line Interface (CLI) and Cisco WAN Manager accept the same connection
policing and bandwidth parameters as in previous releases for both rt-VBR and nrt-VBR service.

The displayed addcon parameter prompts for both rt-VBR and nrt-VBR connections are the same.
These prompts are: PCR, %util, CDVT, FBTC flag, SCR, MBS, and Policing Type.
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Thereisno changein CDVT usage and the previous policing system.

When using the addcon command without the extended parameters, rt-VBR connections,
automatically use the parameters provided by connection class 3 which contains pre-determined
values. Similarly, nrt-VBR connections use connection class 2. The values of a connection classcan
be modified by using the cnfcls/enfatmcl command. These values are displayed by the
dspcls/dspatmcls commands.

Configuring Resources

Qbin values on both ports and trunks used by rt-VBR connections and nrt-VBR connections can be
configured separately.

Trunk Queues for rt-VBR and nrt-VBR
A rt-VBR connection uses the rt-VBR queue on atrunk. It shares this queue with voice traffic. The
rt-VBR and voice traffic shares the default or user configured parameters for the rt-VBR queue.
These parameters are queue depth, queue CLP high and CLP low thresholds, EFCI threshold, and
queue priority.

A nrt-VBR connection uses the nrt-VBR queue on atrunk. The configurable parameters are queue
depth, queue CLP high and CLP low thresholds, EFCI threshold, and queue priority.

® The user can configure the Qbin values separately for rt-VBR and nrt-VBR classes on trunks
using the cnftrkparm command. For rt-VBR, the cnftrkparm command configures Q-depth
rt-VBR and Max Age rt-VBR. For nrt-VBR, the cnftrkparm command configures Q-depth
nrt-VBR, Low CLP nrt-VBR, and High CLP nrt-VBR.

Thefollowing example shows the cnftrkpar m screen and the parameters that can be configured for
the various service type queues:

pubsbpx1 TN silves: 1 BPX 8620 9.2.2G July 16 1999 10: 50 PDT

TRK 2.4 Paraneters

1 QDepth - rt-VBR [ 885] (Dec) 15 Q Depth - CBR [ 600] (Dec)
2 Q Depth - Non-TS [ 1324] (Dec) 16 Q Depth - nrt-VBR [ 5000] (Dec)
3 QDepth - TS [ 1000] (Dec) 17 Q Depth - ABR [ 20000] (Dec)
4 Q Depth - BData A [10000] (Dec) 18 Low CLP - CBR [ 60] (9

5 QDepth - BData B  [10000] (Dec) 19 High CLP - CBR [ 80] (%

6 Q Depth - High Pri [ 1000] (Dec) 20 Low CLP - nrt-VBR[ 60] (%

7 Max Age - rt-VBR [ 20] (Dec) 21 High CLP - nrt-VBR[ 80] (%

8 Red Alm- 1/0O (Dec) [ 2500 / 10000]22 Low CLP/ EPD- ABR [ 60] (%

9 Yel Alm- |1/0O (Dec) [ 2500 / 10000]23 High CLP - ABR [ 80] (%

10 Low CLP - BData A [ 100] (% 24 EFCN - ABR [ 20] (9

11 High CLP - BData A [ 100] (% 25 SVC Queue Pool Size [ 0] (Dec)
12 Low CLP - BData B [ 25] (%

13 High CLP - BData B [ 75] (%

14 EFCN - BData B [ 30] (Dec)

This Command: cnftrkparm 2.4
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Port Queues for rt-VBR and nrt-VBR

The rt-VBR and nrt-VBR connections use different queues on a port, these are the rt-VBR and
nrt-VBR queues, respectively. A user can configure these separately, using the cnfportg command.

The following example shows he configuration parameters available for a port queue.

Port Queue Parameters, cnfportq

pubsbpx1 TN silves:1
Port: 2.2 [ACTIVE ]

I nterface: LM BXM

Type: UNI

Speed: 353208 (cps)
SVC Queue Pool Size: 0
CBR Queue Dept h: 600
CBR Queue CLP High Threshold: 80%
CBR Queue CLP Low Threshold: 60%
CBR Queue EFCI Threshol d: 60%
nrt-VBR Queue Dept h: 5000

nrt-VBR Queue CLP Hi gh Threshol d:
nrt-VBR Queue CLP Low Threshol d:

nrt-VBR Queue EFClI Threshol d:

This Conmand: cnfportq 2.2

Related Switch Software Commands

The following commands are related to the process of adding and monitoring ATM connections

60%

BPX 8620 9. 2.

rt-VBR Queue
rt-VBR Queue
rt-VBR Queue
rt-VBR Queue
UBR/ ABR Queue
80% UBR/ ABR Queue
60% UBR/ ABR Queue
UBR/ ABR Queue

2G July 16 1999 10: 47 PDT

Dept h: 0

CLP Hi gh Threshol d: 80%

CLP Low EPD Threshol d: 60%

EFClI Threshol d: 80%
Dept h: 20000
CLP Hi gh Threshold: 80%
CLP Low EPD Threshol d: 60%
EFClI Threshol d: 20%

addcon, dspload, cnfcls, cnfatmcls, cnfcls, cnfcon, enftrkparms, dsptrkenf, dspatmcls, dspcls,
dsconcls, dspconenf, dspcon, dspcons, dicon, dect, dveparms, dvc, cnfpre, dsptrkenf, dspload,
chklm, dsplm, updates, upport, dspportg, cnfportq, dspblkfuncs, dspchstats, dspportstats,

dsptrkstats, dsptrkerrs.

Related Documentation

For additional information on CL1 command usage, refer to the Release 9.2, Cisco WAN Switching
Command Reference and Super User manuals.
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ATM Connection Configuration

The following figures and tables describe the parameters used to configure ATM connections:
® Table 8-5, Traffic Policing Definitions

— Thistable describes the policing options that may be selected for ATM connection types:
CBR, UBR, rt-VBR. and nrt-VBR. The policing options for ABR are the same as for VBR.

® Table 8-6, Connection Parameters with Default Settings and Ranges

— Thistable specifiesthe ATM connection parameter ranges and defaults. Not all the
parameters are used for every connection type. When adding connections, you are prompted
for the applicable parameters, as specified in the prompt sequence diagrams included in
Figure 8-5 through Figure 8-10.

® Table 8-7, Connection Parameter Descriptions
— Thistable defines the connection parameters listed in Table 8-6.

Thefollowing figures list the connection parametersin the same sequence as they are entered when
aconnection is added:

® Figure 8-5, CBR Connection Prompt Sequence
® Figure 8-6, rt-VBR and nrt-VBR Connection Prompt Sequence
® Figure 8-7, ABR Standard Connection Prompt Sequence

The following figure shows the VSV D network segment and external segment options available
when ABR Standard or ABR ForeSight is selected. ForeSight congestion control isuseful when both
ends of a connection do not terminate on BXM cards. At present, FCES (Flow Control External
Segment) as shown in Figure 8-8 is not available for ABR with ForeSight.

® Figure 8-8, Meaning of VSVD and Flow Connection External Segments

Thefollowing figures list the connection parametersin the same sequence as they are entered when
aconnection is added:

® Figure 8-9, ABR ForeSight Connection Prompt Sequence
® Figure 8-10, UBR Connection Prompt Sequence

® Figure 8-13, ATFR Connection Prompt Sequence

® Figure 8-14, ATFST Connection Prompt Sequence

® Figure 8-15, ATFT Connection Prompt Sequence

® Figure 8-16, ATFTFST Connection Prompt Sequence

® Figure 8-17, ATFX Connection Prompt Sequence

® Figure 8-18, ATFXFST Connection Prompt Sequence

Note With DAX connections, the trunk cell routing restriction prompt is not displayed since there
is no trunking involved.
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Table 8-5 Traffic Policing Definitions
CLP
ATM Forum TM spec. PCR Flow CLP SCR Flow  tagging
4.0 conformance (st leaky tagging (for (2nd leaky (for SCR
Connection Type definition bucket) PCR flow) bucket) flow)
CBR CBR.1 CLP(0+1) no off na
when policing set to 4
(PCR palicing only)
CBR when policing set to 5 (off)  off n‘a off n/a
UBR UBR.1 CLP(0+1) no off na
when CLP setting = no
UBR UBR.2 CLP(O+1) no CLP(0) yes
when CLP setting = yes
rt/nrt-VBR, ABR, VBR.1 CLP(0+1) no CLP(0+1) no
ATFR, ATFST when policing set to 1
rt/nrt-VBR, ABR, VBR.2 CLP(O+1) no CLP(0) no
ATFR, ATFST when policing set to 2
rt/nrt-VBR, ABR, VBR.3 CLP(O+1) no CLP(0) yes
ATFR, ATFST when policing set to 3
rt/nrt-VBR, ABR, when policing set to 4 CLP(0+1) no off n/a
ATFR, ATFST
rt/nrt-VBR, ABR, when policing set to 5 (off)  off n‘a off n/a
ATFR, ATEST

Note 1: - For UBR.2, SCR=0

Note 2:

— CLP=Cdl Lost Priority

— CLP(0) means cellsthat have CLP =0
— CLP(1) meanscellsthat have CLP=1

— CLP(0+1) means both types of cells: CLP=0& CLP=1

— CLP(0) has higher priority than CLP(1)

— CLPtagging meansto change CLP=0to CLP = 1, where CLP=1 cells have lower priority

Table 8-6 Connection Parameters with Default Settings and Ranges

PARAMETERWITH[DEFAULT BXM T3/E3, OC-3 &

SETTING] 0OC-12 RANGE ASI T3/E3 RANGE ASI-155 RANGE
PCR(0+1)[50/50] 50- T3/E3 cells/sec T3: MCR —96000 OC-3(STM1): 0—353200
50- 0OC-3 E3: MCR — 80000
50 - OC-12 Limited to MCR —
5333 cellg/sec for ATFR
connections.
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Connection Parameters with Default Settings and Ranges (Continued)

PARAMETERWITH[DEFAULT BXM T3/E3, OC-3 &

SETTING] OC-12 RANGE ASI T3/E3 RANGE ASI-155 RANGE
%Ultil [100/100] 0 - 100% 1- 100% 1- 100%
for UBR [1/1]
MCR[50/50] cells/sec T3: 0—96000 cells/sec N/A
6 - T3/E30C-3/0C12 E3: 0—80000 cells/sec
FBTC (AALS5 Frame Base Traffic ~ enable/disable enable/disable enable/disable
Control): Note With the BXM, Note WiththeASI,FBTC Note WiththeAS, FBTC
for rt/nrt-VBR [disable€] FBTC means packet means packet discard on means packet discard on both

for ABR/UBR [enable]
for Path connection [disabl€]

discard on queueing only.

both policing and queueing.

policing and queueing.

CDVT(0+1): 0 - 5,000,000 usec T3/E31-250,000usecs.  OC-3/STM1: 0 — 10000 usecs.

for CBR [10000/10000],

others [250000/250000]

VSVD[disable] enable/disable enable/disable Select disable, asonly ABR w/o
VSVD is supported.

FCES (Flow Control Externd enable/disable enable/disable N/A

Segment) [disable]

Default Extended enable/disable enable/disable N/A

Parameterg[enabl €]

CLP Setting[enabl€e] enable/disable enable/disable enable/disable

SCR [50/50] cells/sec T3: MCR —96000: T3 OC-3/STM1: 0 - 353200

50 - T3/E30C-3/0C-12

E3: MCR —80000: E3

Limited to MCR — 5333
cells/sec for ATFR
connections.

MBS [1000/1000] 1 - 5,000,000cells T3/E3: 10— 24000 cells OC-3(STM1): 10-1000 cells
Policing[3] 1-VBR.1 1-VBR.1 1-VBR.1
For CBR: [4] 2-VBR.2 2-VBR.2 2-VBR.2
3-VBR.3 3-VBR.3 3-VBR.3
4 - PCR policing only 4 - PCR policing only 4 - PCR policing only
5 - off 5 - off 5 - off
ICR: MCR - PCR cells/sec MCR - PCR cells/sec N/A
max[MCR, PCR/10]
ADTF[1000] 62 - 8000 msec 1000 — 255000 msecs. N/A
Trm[100] ABRSTD: 1 - 100 msec 20 — 250 msecs. N/A

ABRFST: 3 - 255 msec

VC QDepth [16000/16000]
For ATFR/ATFST [1366/1366]

0- 61440 cells

Appliesto T3/E3 only
ABR: 1 -64000 cells
ATFR: 1-1366 cells

ATFR: 1-1366 cells
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Table 8-6

Table 8-7

Connection Parameters with Default Settings and Ranges (Continued)

PARAMETERWITH[DEFAULT BXM T3/E3, OC-3 &

SETTING] OC-12 RANGE ASI T3/E3 RANGE ASI-155 RANGE
CLP Hi [80/80] 1- 100% 1-100% N/A
CLP Lo/EPD [35/35] 1 - 100% 1-100% N/A
EFCI [30/30] 1- 100% 1-100% 0 - 100%
For ATFR/ATFST [100/100]
RIF: N/A
For ForeSight: If ForeSight, thenin If ForeSight, thenin
max[PCR/128, 10] absolute (0 - PCR) absolute (0 — PCR)
For ABR STD[128] If ABR then 2" If ABR, then 2"

(1-32768) (1-32768)
RDF: N/A
For ForeSight [93] If ForeSight, then % If ForeSight, then %

(0% - 100%) (0% — 100%)
For ABR STD [16] If ABR then 2" If ABR, then 2"

(1-32768) (1-32768)
Nrm[32], BXM only 2-256 cels N/A N/A
FRTT[O], BXM only 0- 16700 msec N/A N/A
TBE[1,048,320], BXM only 0- 1,048,320 cells N/A N/A

(different max range from
TM spec. but limited by
firmware for CRM (4095

only) where
CRM=TBE/Nrm
IBS[1/1] 0 - 24000 cells T3/E3 ABR: 0 - 24000 0-999cdls
cells
ATFR: 1- 107 cells
Trunk cell routing restrict (Y/N) Y/N Y/N Y/N

[Y]

Connection Parameter Descriptions

Parameter Description

PCR Peak cell rate:
The cell rate which the source may never exceed

%Util % Utilization; bandwidth allocation for: rt/nrt-VBR, CBR, UBR it's
PCR*%Ustil, for ABR it's MCR* %Util

MCR Minimum Cell Rate:
A minimum cell rate committed for delivery by network

CDVT Cell Delay Variation Tolerance:

Controls time scale over which the PCR is policed
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Connection Parameter Descriptions (Continued)

Parameter

Description

FBTC (AALS5 Frame Basic
Traffic Control)

To enable the possibility of discarding the whole frame, not just one
non-compliant cell. Thisis used to set the Early Packet Discard bit at
every node along a connection.

Note Withthe ASI, FBTC means packet discard on both policing
and queueing. With the BXM, FBTC means packet discard on
queueing only.

VSVD

Virtual Source Virtual Destination:

(see Meaning of VSVD and Flow Control External Segments,
Figure 8-8)

FCES (Flow Control External
Segments)

(see Meaning of VSVD and Flow Control External Segments,
Figure 8-8)

SCR Sustainable Cell Rate:
Long term limit on the rate a connection can sustain

MBS Maximum Burst Size:
Maximum number of cellswhich may burst at the PCR but still be
compliant. Used to determine the Burst Tolerance (BT) which
controls the time scale over which the SCR is policed

Policing (see definitions of Traffic Policing, Table 8-5)

VC QDepth V C Queue Depth

CLPHi Cell Loss Priority Hi threshold (% of VC QMax)

CLPLo/EPD Cell Loss Priority Low threshold (% of VC QMax)/Early Packet
Discard. If AAL5 FBTC = yes, then for the BXM card thisisthe
EPD threshold setting. For ASI cards, regardiess of the FBTC setting,
thisisthe CLP Lo setting.

EFCI Explicit Forward Congestion Indication threshold (% of VC QMax)

ICR Initial Cell Rate:

Therate at which a source should send initially and after anidle
period

ADTF (ATM Forum TM 4.0
term)

The Allowed-Cell-Rate Decrease Factor:

Time permitted between sending RM-cells before therate is
decreased to ICR

Trm (ATM Forum TM 4.0
term)

An upper bound on the time between forward RM-cells for an active
source, i.e., RM cell must be sent at least every Trm msec

RIF (ATM Forum TM 4.0
term)

Rate Increase Factor:

Controlsthe amount by which the cell transmission rate may increase
upon receipt of an RM cell

RDF (ATM Forum TM 4.0
term)

Rate Decrease Factor:

Controls the amount by which the cell transmission rate may
decrease upon receipt of an RM cell

Nrm (ATM Forum TM 4.0
term), BXM only.

Nrm

Maximum number of cells asource may send for each forward RM
cell, i.e. an RM cell must be sent for every Nrm-1 data cells
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Table 8-7 Connection Parameter Descriptions (Continued)

Parameter Description

FRTT (ATM Forum TM 4.0  Fixed Round Trip Time: the sum of the fixed and propagation delays

term), from the source to a destination and back

BXM only.

TBE (ATM Forum TM 4.0 Transient Buffer Exposure:

term), BXM only. The negotiated number of cells that the network would like to limit
the source to sending during start-up periods, before thefirst RM-cell
returns.

IBS Initial Burst Size

Trunk cell routing restriction  The default (Y) restricts ATM connection routes to include only

(YIN)[Y] ATM trunks. Selecting (N) alows the network to route these

connections over non-ATM trunks (e.g., Fastpacket trunks).
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CBR Connections

The CBR (constant bit rate) category isafixed bandwidth class. CBR trafficismore time dependent,
lesstolerant of delay, and generally more deterministic in bandwidth requirements. CBR is used by
connections that require a specific amount of bandwidth to be available continuously throughout the
duration of aconnection. Voice, circuit emulation, and high-resolution video are typical examples of
traffic utilizing this type of connection. A CBR connection is alowed to transmit cells at the peak
rate, below the peak rate, or not at all. CBR is characterized by peak cell rate (PCR).

The parameters for a CBR connection are shown in Figure 8-5 in the sequence in which they occur
during the execution of the addcon command. The CBR policing definitions are summarized in
Table 8-8.

Figure 8-5 CBR Connection Prompt Sequence

CBR

{

PCR(0+1)

Ut

CDVT(0+1)
Policing (4 or 5)

| Trunk cell routing !

L restrict (Y/N) [Y]

@ For policing prompt:
4 = PCR policing only
5 = policing off

Note: BW allocation = (PCR)x(%Util)

Table 8-8 CBR Policing Definitions

ATM Forum TM

spec. 4.0 PCR Flow CLP SCR Flow CLP

conformance (1st leaky tagging (for  (2nd leaky tagging (for
Connection Type definition bucket) PCR flow) bucket) SCR flow)
CBR CBR.1 CLP(0+1) no off n/a

when policing set to

4 (PCR Policing

only)
CBR When policing set off n/a off n‘a

to 5 (off)
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rt-VBR and nrt-VBR Connections

VBR (variable bit rate) connections may be classified as rt-VBR or nrt-VBR connections.

The rt-VBR (real-time variable bit rate) category is used for connections that transmit at arate
varying with time and that can be described as bursty, often requiring large amounts of bandwidth
when active. Thert-VBR classisintended for applicationsthat require tightly constrained delay and
delay variation such as compressed voice video conferencing. For example, video conferencing
which requiresreal -time datatransfer with bandwidth requirementsthat can vary in proportion to the
dynamics of the video image at any given time. The rt-VBR category is characterized in terms of
PCR, SCR (sustained cell rate), and MBS (maximum burst size).

Thenrt-VBR (non-real time variable bit rate) category isused for connections that are bursty but are
not constrained by delay and delay variation boundaries. For those cells in compliance with the
traffic contract, alow cell lossis expected. Non-time critical datafile transfers are an example of an
nrt-VBR connection. A nrt-VBR connection is characterized by PCR, SCR, and MBS.

Configuring VBR connections. The characteristics of rt-VBR or nrt-VBR are supported by
appropriately configuring the parameters of the VBR connection.

Note When configuring art-VBR connection, the trunk cell routing restriction prompt does not
occur, as rt-VBR connection routing is automatically restricted to ATM trunks.

The parametersfor a VBR connection are shown in Figure 8-6 in the sequence in which they occur
during the execution of the addcon command. The VBR policing definitions are summarized in
Table 8-9.

Figure 8-6 rt-VBR and nrt-VBR Connection Prompt Sequence

rt-VBR or nrt-VBR

PCR(0+1)

%Util

CDVT(0+1)

FBTC (AAL5 Frame based traffic control, enable/disable)
SCR

MBS ®

Policing (1, 2, 3, 4, or 5)

: Trunk cell routing |
i restrict (Y/N) [Y]

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

Note: BW allocation = (PCR)x(%UTtil) 10225xmod
@ For rt-VBR, trunk cell routing

is automatically restricted to
include only ATM trunks
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Table 8-9

VBR Policing Definitions

ATM Forum T™M

spec. 4.0 PCR Flow CLP SCR Flow CLP
conformance (st leaky tagging (for (2nd leaky tagging (for

Connection Type definition bucket) PCR flow) bucket) SCR flow)

rt/nrt-VBR, ABR, VBR.1 CLP(0+1) no CLP(0+1) no

ATFR, ATFST, .

ATFT, ATFTST, when policing set to 1

ATFX, ATFXFST

rt/nrt-VBR, ABR, VBR.2 CLP(0+1) no CLP(0) no

ATFR, ATFST, L

ATET, ATFTST, when policing set to 2

ATFX, ATFXFST

rt/nrt-VBR, ABR, VBR.3 CLP(0+1) no CLP(0) yes

ATFR, ATFST, L

ATET, ATFTST, when policing set to 3

ATFX, ATFXFST

rt/nrt-VBR, ABR, when policingsetto4  CLP(0+1) no off n/a

ATFR, ATFST,

ATFT, ATFTST,

ATFX, ATFXFST

rt/nrt-VBR, ABR, when policing setto5  off n/a off n/a

ATFR, ATFS, ATFT,
ATFTST, ATFEX,
ATFXFST

for off
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ABR Notes

The term ABR is used to specify one of the following:
® ABR standard without VSVD (Thisis ABR standard without congestion flow contral.)
— Supported by BXM, ASI-T3 (& ASI-E3), and ASlI OC-3 cards.

® ABR standard with VSVD. (Thisis ABR standard with congestion flow control as specified by
the ATM Traffic Management, Version 4.0)

— Also, referred to as ABR. 1.
— Supported only by BXM cards.
— Feature must be ordered.
® ABR with ForeSight congestion control
— Also, referred to as ABR.FST.
— Supported by BXM and ASI-T3 (& ASI-E3) cards.
— Feature must be ordered.

ABR Connections

The ABR (available bit rate) category utilizes a congestion flow control mechanism to control
congestion during busy periods and to take advantage of available bandwidth during less busy
periods. The congestion flow control mechanism provides feedback to control the connections flow
rate through the network in response to network bandwidth availability. The ABR serviceis not
restricted by bounding delay or delay variation and is not intended to support real-time connections.
ABR ischaracterized by: PCR and MCR.

Policing for ABR connectionsis the same as for VBR connections which are summarized in
Table 8-9.

The ABR connections are configured as either ABR Standard (ABRST D) connections or as ABR
ForeSight (ABRFST) connections.

The parameters for an ABRSTD connection are shown in Figure 8-7 in the sequence in which they
occur during the execution of the addcon command.

The ABRSTD connection supports all the features of ATM Standards Traffic Management 4.0
including VSVD congestion flow control.

VSVD and flow control with external segments are shown in Figure 8-8.
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ABRSTD Connections

The ABRSTD connection uses VSV D congestion control.

The parameters for an ABRSTD connection are shown in Figure 8-9 in the sequence in which they

occur during the execution of the addcon command

Figure 8-7

ABRSTD

Y

PCR(0+1)
%Util

MCR
CDVT(0+1)

FBTC (Frame based traffic control - AAL5, enable/disable)

VSVD (enable/disable)

Disabled
(ABR std without VSVD)

Y

Enabled
(ABR std with VSVD)

Y

ABR Standard Connection Prompt Sequence

Set policing = 4

ABR Standard without
VSVD means without VSVD
congestion flow control.

* ABR Standard without
VSVD is supported for BXM,
ASI T3/E3, and ASI OC3.

FCES (Flow Control External Segment,

enable/disable)

DEFAULT EXTENDED PARAMETERS

(enable/disable)

. Trunk cell routing |
restrict (Y/N) [Y]

@ For policing prompt:
1=VBR.1
2 =VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

Note: Bandwidth allocation
= MCR * %Util

Disabled Enabled
(Configure
following
parameters)
Y Y
SCR Default values used
MBS ® for: SCR, MBS, etc.
Policing (1, 2, 3, 4, or 5)
VC QDepth yb 7777777777777777777
CLP Hi ; . ‘
. Trunk cell routing :
CLP Lo/EPD ‘ :
EFC  resma (i
ICR

ADTF (same as ICR TO)
Trm (same as Min. Adjust)
RIF (same as Rate up)
RDF (same as Rate down)
Nrm

FRTT

TBE

| Trunk cell routing :
restrict (Y/N) [Y]
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Figure 8-8

Meaning of VSVD and Flow Control External Segments

with ForeSight

Flow control

external
segment

ABR Standard ABR
®<W VSVD (D= —
Yes
Y
Flow control
@4—‘ external
No|  segment

iYe

@

S

iYes

®

VS and VD shown below are for traffic flowing
in direction of arrow. For the other direction of traffic,
VS and VD are in the opposite direction.

External segment

®
@

@ 3\ (without congestion flow control performed by network segment) ,“

,,,,,,,,,,,,,,,, [rreeees e L

Network segment

ABR standard without VSVD

»
>

External segment

VS ABR VD'
'VS ABR VDf:

S6158
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ABRFST Connections

The ABRFST connection uses the propriety ForeSight congestion control and is useful when
configuring connections on which both ends do not terminate on BXM cards.

The parameters for an ABRFST connection are shown in Figure 8-9 in the sequence in which they
occur during the execution of the addcon command.

Figure 8-9 ABR ForeSight Connection Prompt Sequence

ABRFST

PCR(0+1)

%Util

MCR

CDVT(0+1)

FBTC (Frame based traffic control - AAL5, enable/disable)
FCES (Flow Control External Segment, enable/disable)®

Default Extended Parameters (enable/disable)

Disabled Enabled
(Configure
following
parameters)
Y Y
SCR Default values used
MBS @ for: SCR, MBS, etc.
Policing (1, 2, 3, 4, or 5) YL

VC QDepth
CLP Hi ‘
CLP Lo/EPD | s Trunk cell routing
EFCI i restrict (Y/N) [Y]
ICR
ADTF (same as ICR TO)
Trm (same as Min. Adjust)
RIF (same as Rate up)
RDF (same as Rate down)

@ At present, FCES is not available for ABR with ForeSight

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

Note: Bandwidth allocation
= (MCR)x(%Util)
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UBR Connections

The unspecified bit rate (UBR) connection service is similar to the ABR connection service for
bursty data. However, UBR traffic is delivered only when there is spare bandwidth in the network.
Thisis enforced by setting the CLP bit on UBR traffic when it enters a port.

Therefore, traffic is served out to the network only when no other traffic is waiting to be served first.
The UBR traffic does not affect the trunk loading cal culations performed by the switch software.

The parametersfor aUBR connection are shown in Figure 8-10 in the sequence in which they occur
during the execution of the addcon command.

The UBR policing definitions are summarized in Table 8-10.
Figure 8-10 UBR Connection Prompt Sequence

UBR

v

PCR(0+1)

%Ultil (default to 1%)

CDVT(0+1)

FBTC (AALS5 Frame based traffic control, enable/disable)
CLP Setting (yes, no) (same as CLP tagging)

. Trunk cell routing
restrict (Y/N) [Y]

10228

Table 8-10 UBR Policing Definitions

ATM Forum TM spec. PCR Flow CLP SCR Flow CLP

4.0 conformance (1st leaky tagging (for (2nd leaky  tagging (for
Connection Type definition bucket) PCR flow) bucket) SCR flow)
UBR UBR.1 CLP(0+1) no off n/a

when CLP setting = no
UBR UBR.2 CLP(O+1) no CLP(0) yes

when CLP setting = yes
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Network and Service Interworking Notes
Frame Relay to ATM Interworking enables Frame Relay traffic to be connected across high-speed
ATM trunks using ATM standard Network and Service Interworking (see Figure 8-11 and
Figure 8-12).
Two types of Frame Relay to ATM interworking are supported, Network Interworking and Service

Interworking. The Network I nterworking function is performed by the BTM card on the IGX switch.
The FRSM card on the MGX 8220 supports both Network and Service Interworking.
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Figure 8-11 Frame Relay to ATM Network Interworking

Part A

Network interworking connection from CPE Frame Relay port
to CPE Frame Relay port across an ATM Network with the
interworking function performed by both ends of the network.

Fram Fram Inter- Inter- F F
ame ame working working rame rame
Relay Relay f . f . Relay Relay
—— CPE unction | ATM network unction CPE
B-ISDN B-ISDN
FR-SSCS FR-SSCS
Part B
Network interworking connection from CPE Frame Relay port
to CPE ATM port across an ATM network, where the network
performs an interworking function only at the Frame Relay end
of the network. The CPE receiving and transmitting ATM cells at
its ATM port is responsible for exercising the applicable service
specific convergence sublayer, in this case, (FR-SSCS).
Inter CPE
Frame Frame | | oo exercises | Frame
Relay Relay ng ATM | appropriate | Relay
—— | CPE function ATM network sscs | —
B-ISDN B-ISDN
FR-SSCS g
FR-SSCS o
N
&
I
Figure 8-12 Frame Relay to ATM Service Interworking
Frame Frame Service sg:lzgal:'zinr?oi
Rela Rela . - ATM ' i
~ey | CPE Y interworking | ATM network service specific
function convergence
protocol

H8226
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ATFR Network Interworking Connections

AnATFR (ATM to Frame Relay) connectionisaFrame Relay to ATM connection and is configured
asaVBR connection, with a number of the ATM and Frame Relay connection parameters being
mapped between each side of the connection.

The parameters for an ATFR connection are shown in Figure 8-13 in the sequence in which they
occur during the execution of the addcon command.

Figure 8-13 ATFR Connection Prompt Sequence

ATFR

v

PCR(0+1)

%Util

CDVT(0+1)

SCR

MBS ®
Policing (1, 2, 3, 4, or 5)
@

VC QDepth
EFCI
IBS

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

® VC QDepth maps to VC Queue Max for frame relay
EFCI maps to ECN for frame relay
IBS maps to Cmax for frame relay

Note: FBTC (Frame based traffic control - AALS5,
same as FGCRA) is automatically set to yes.

S6161
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ATFST Network Interworking Connection

An ATFST connection is a Frame Relay to ATM connection that is configured asan ABR
connection with ForeSight. ForeSight congestion control is automatically enabled when connection
type ATFST isselected. A number of the ATM and Frame Relay connection parameters are mapped
between each side of the connection.

The parameters for an ATFST connection are shown in Figure 8-14 in the sequence in which they
occur during the execution of the addcon command.

Figure 8-14 ATFST Connection Prompt Sequence

ATFST

PCR(0+1)

%Util

MCR

CDVT(0+1)

FCES (Flow Control External Segment, yes/no) (same as BCM)

Default Extended Parameters (enable/disable)

Disabled Enabled
(Configure
following
parameters)

Y Y

SCR Default values used
MBS ® for: SCR, MBS, etc.
Policing (1, 2, 3, 4, or 5)
VC QDepth @

CLP Hi

CLP Lo/EPD

EFCI

ICR

ADTF (same as ICR TO)
Trm (same as Min. Adjust)
RIF (same as Rate up)
RDF (same as Rate down)
IBS

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

® VC QDepth maps to VC Queue max for frame relay.
EFCI maps to ECN for frame relay.
IBS maps to C max for frame relay.

Note: FBTC (Frame based traffic control - AAL5, same
as FGCRA) is automatically set to yes.

S6164
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ATFT Transparent Service Interworking Connections

An ATFT connection isaFrame Relay to ATM transparent Service Interworking connection and is
configured as a VBR connection, with a number of the ATM and Frame Relay connection
parameters being mapped between each side of the connection..

The parameters for an ATFT connection are shown in Figure 8-15 in the sequence in which they
occur during the execution of the addcon command.

Figure 8-15 ATFT Connection Prompt Sequence

ATFT

Y

PCR(0+1)

%Util

CDVT(0+1)

SCR

MBS

Policing (1, 2, 3, 4, or 5)

O]

VvC QDepth®
EFCI
IBS

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

®@ VC QDepth maps to VC Queue Max for frame relay
EFCI maps to ECN for frame relay
IBS maps to Cmax for frame relay

Note: FBTC (Frame based traffic control - AALS5,
same as FGCRA) is automatically set to yes. S6161xmod
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ATFTFST Transparent Service Interworking Connections

An ATFTFST connection is a Frame Relay to ATM transparent Service | nterworking connection
that is configured as an ABR connection with ForeSight. ForeSight congestion control is
automatically enabled when connection type ATFTFST isselected. A number of the ATM and Frame

Relay connection parameters are mapped between each side of the connection.

The parametersfor an ATFTFST connection are shown in Figure 8-16 in the sequencein which they

occur during the execution of the addcon command.

Figure 8-16 ATFTFST Connection Prompt Sequence

ATFTFST

{

PCR(0+1)

% Util

MCR

CDVT(0+1)

FCES (Flow Control External Segment, yes/no) (same as BCM)

Default Extended Parameters (enable/disable)

Disabled Enabled
(Configure
following
parameters)

Y Y

SCR Default values used
MBS ) for: SCR, MBS, etc.
Policing (1, 2, 3, 4, or 5)
VC QDepth @

CLP Hi

CLP Lo/EPD

EFCI

ICR

ADTF (same as ICR TO)
Trm (same as Min. Adjust)
RIF (same as Rate up)
RDF (same as Rate down)
IBS

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

@ VC QDepth maps to VC Queue max for frame relay.
EFCI maps to ECN for frame relay.
IBS maps to C max for frame relay.

Note: FBTC (Frame based traffic control - AAL5, same
as FGCRA) is automatically set to yes.

S6164xmod
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ATFX Translational Service Interworking Connections

An ATFX connection is a Frame Relay to ATM trandational Service Interworking connection and
is configured as a VBR connection, with a number of the ATM and Frame Relay connection
parameters being mapped between each side of the connection..

The parameters for an ATFX connection are shown in Figure 8-17 in the sequence in which they
occur during the execution of the addcon command.

Figure 8-17 ATFX Connection Prompt Sequence

ATFX

Y

PCR(0+1)

%Util

CDVT(0+1)

SCR

MBS ®
Policing (1, 2, 3, 4, or 5)
@

VC QDepth
EFCI
IBS

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

®@ VC QDepth maps to VC Queue Max for frame relay
EFCI maps to ECN for frame relay
IBS maps to Cmax for frame relay

Note: FBTC (Frame based traffic control - AALS5,
same as FGCRA) is automatically set to yes. $6161ymod
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ATFXFST Translational Service Interworking Connections

An ATFXFST connection isaFrame Relay to ATM translational Service Interworking connection
that is configured as an ABR connection with ForeSight. ForeSight congestion control is
automatically enabled when connection type ATEXFST is selected. A number of the ATM and
Frame Relay connection parameters are mapped between each side of the connection.

The parametersfor an ATFXFST connection are shown in Figure 8-18 in the sequencein which they
occur during the execution of the addcon command.

Figure 8-18 ATFXFST Connection Prompt Sequence

ATFXFST

{

PCR(0+1)

%Util

MCR

CDVT(0+1)

FCES (Flow Control External Segment, yes/no) (same as BCM)

Default Extended Parameters (enable/disable)

Disabled Enabled
(Configure
following
parameters)

Y Y

SCR Default values used
MBS o) for: SCR, MBS, etc.
Policing (1, 2, 3, 4, or 5)
VC QDepth @

CLP Hi

CLP Lo/EPD

EFCI

ICR

ADTF (same as ICR TO)
Trm (same as Min. Adjust)
RIF (same as Rate up)
RDF (same as Rate down)
IBS

@ For policing prompt:
1=VBR.1
2=VBR.2
3=VBR.3
4 = PCR policing only
5 = policing off

@ VC QDepth maps to VC Queue max for frame relay.
EFCI maps to ECN for frame relay.
IBS maps to C max for frame relay.

Note: FBTC (Frame based traffic control - AAL5, same
as FGCRA) is automatically set to yes. S6164ymod
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Traffic Policing Examples

Traffic Policing, aso known as Usage Parameter Control (UPC), isimplemented using either an
ATM Forum single or dual-leaky bucket algorithm. The buckets represent a GCRA (Generic Cell
Rate Algorithm) defined by two parameters:

® Rate (wherel, expected arrival interval is defined as 1/Rate)
® Deviation (L)

If the cells are clumped too closely together, they are non-compliant and are tagged or discarded as
applicable. If other cells arrive on time or after their expected arrival time, they are compliant, but
three is no accrued credit.

Dual-Leaky Bucket (An Analogy)

A GCRA viewpoint isasfollows:

® Forastreamof cellsinan ATM connection, the cell complianceisbased on thetheoretical arrival
time (TAT).

® Thenext TAT should be the time of arrival of the last compliant cell plus the expected arrival
interval (I) wherel = Urate.

® |f the next cell arrives before the new TAT, it must arrive no earlier than new TAT - CDVT to be
compliant.

® |f the next cell arrives after the new TAT, it is compliant, but there is no accrued credit.

CBR Traffic Policing Examples

CBR traffic is expected to be at a constant bit rate, have low jitter, and is configured for a constant
rate equal to Peak Cell Rate (PCR). The connection is expected to be always at peak rate.

When aconnectionisadded, aVPI.VCl addressisassigned, and the UPC parameters are configured
for the connection. For each cell in an ATM stream seeking admission to the network, the VPI.VCI

addresses are verified and each cell is checked for compliance with the UPC parameters. The CBR
cellsare not enqueued, but are processed by the policing function and then sent to the network unless
discarded.

For CBR, traffic policing is based on:
® Bucket 1
— PCR(0+1), Peak Cell Rate
— CDVT(0+1), Cell Delay Variation

The CBR connection may be configured with policing selected as either 4 or 5. With policing set to
5, thereis no palicing. With policing set to 4, thereis single leaky bucket PCR policing asshownin
Figure 8-19. The single leaky bucket polices the PCR compliance of all cells seeking admission to
the network, both those with CL P = 0 and those with CLP=1. Cells seeking admission to the network
with CLP set equal to 1 may have either encountered congestion along the user’s network or may
have lower importance to the user and have been designated as eligible for discard in the case
congestion is encountered. If the bucket depth CDV T (0+1) limit is exceeded, it discards all cells
seeking admission. It does not tag cells. If leaky bucket 1 isnot full, al cells (CLP =0 and CLP=1)
are admitted to the network.
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Figure 8-19 CBR Connection, UPC Overview
CBR Traffic
Veri To UPC for each For CBR connections, Leaky Bkt 1
Multiple PVCs V?Drllfy individual PVC Polici ensures that the combined CLP=0
VCIS, olicing and CLP=1 cell traffic stays in PCR
CPE s compliance within the CDVT limits.
Leaky Bkt 1 admits compliant CLP
A cells to the network, and discards
Cells non-compliant CLP cells.
per ---PCR
sec. A >

Time

Policing: 4 = PCR Policing only
5 = off

Clumping
(Cells arriving early, i.e, at a

Cells arriving late
(at aless than

higher than contracted rate) contracted
N cell rate)
l o o J [ J [ J [ l L]
% % % % % % % %
TAT TAT TAT TAT TAT TAT TAT TAT

(TAT=Theoretical Arrival Time for cells per traffic contract)

Example: Policing =4

5 4 3 2 1 1

Admit to network

5 4 3 2
[cLp=1][cLP=0]| cLP=1][cLP=0]] CLP:o}—l ’—>| CLP=1|[CLP=0]| CLP=1][CLP=0][CLP=0

Time interval variations - ©
CDVT(0+1)-- .
Leaky Bkt 1 M’J
s
PCR(0+1) ¥

Discards incoming CLP(0+1) cells if Bkt

1 depth > CDVT(0+1). Does not tag cells.
If Bkt 1 depth < CDVT(0+1), passes CLP=0
and CLP=1 cells on to network.

Note: The notation 0, 1, and 0+1 refers to the types of cell being specified:

cells with CLP set to 0, CLP set to 1,or both types
For example, CLP(0), CLP(1), and CLP(0+1).

of cells, repectively.

S6341
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Figure 8-20 shows a CBR.1 connection policing example, with policing set to 4, wherethe CDVT

depth of the single leaky bucket is not exceeded, and al cells, CLP(0) and CLP(1) are admitted to
the network.

Figure 8-20 CBR.1 Connection with Bucket Compliant

Connection setup
and compliance status:

CBR.1
policing=4
Bkt 1 depth < CDVT (0+1)

5 4 3 2 1 Admit to network

| CL5P=1 Il cui=o || CL3I;=1‘ | CL|23=0| | (:L|i=o}—l ’—>| cLp=1][cLp=0|[cLP=1][cLP=0][cLP=0}————>

Time interval variations — @@

CDVT(O+1)~K'j'

Leaky Bkt 1 ’
3

PCR(0+1) ¥

Figure 8-21 shows a CBR connection policing example, with policing =4, wherethe CDV T (0+1) of
the single leaky bucket is exceeded and non-compliant cells are discarded. The leaky bucket only
discards cells; it does not tag them

Figure 8-21 CBR.1 Connection, with Bucket Discarding non-Compliant Cells

Connection setup
and compliance status:

CBR.1
policing=4
Bkt 1 depth > CDVT (0+1)

4 3 Admit to network

5 4 3 2 1
[cLP=1][cLP=0][ cLP=1][cLP=0][cLP=0 ‘ »|CLP=0

Time interval variations > ©

®
CDVT(0+1)~t'j\A s
Leaky Bkt 1 -
s _ Discard if Bkt 1 depth >CDVT(0+1).
PCR(0+1) V¥
Two CLP(0) cells, 1 and 2,
and one CLP(1) cell, 5, are shown as
non-compliant at the single Leaky Bkt \g

and are discarded in this example.
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VBR Dual-Leaky Bucket Policing Examples

The contract for a variable bit rate connection is set up based on an agreed upon sustained cell rate
(SCR) with allowancefor occasional databurstsat aPeak Cell Rate (PCR) as specified by maximum
burst size MBS.

When aconnection isadded, aVPI.V Cl addressis assigned, and UPC parameters are configured for
the connection. For each cell in an ATM stream, the VPI.V Cl addresses are verified and each cell is
checked for compliance with the UPC parameters as shown in Figure 8-22.

The VBR cells are not enqueued, but are processed by the policing function and then sent to the
network unless discarded.

For VBR, traffic policing, depending on selected policing option, is based on:
® | eaky bucket 1, PCR and CDVT
® Leaky bucket 2, SCR, CDVT, and MBS

The policing options, selected by entering 1-5 in response to the policing choice prompt, are as
followsfor VBR connections:

VBR.1 CLP(0+1) cells compliant with leaky bucket 1 are passed to leaky bucket 2;

VBR with policing non-.compliant cells are discarded. QL P(0+1) cellslcompliant with leaky bucket 2 are

setto 1. admitted to the network; non-compliant cells are discarded.

VBR.2 CLP(1) cells compliant with leaky bucket 1 are admitted to the network; non-compliant

VBR with policing CLP(0+1) cells are dropped. CLP(0) cells compliant with leaky bucket 1 are applied to

setto 2 leaky bucket 2; non-compliant cells are dropped. CLP(0) cells compliant with leaky

' bucket 2 are admitted to the network; non-compliant cells are dropped.

VBR.3 CLP(1) cells compliant with leaky bucket 1 are admitted to the network; non-compliant

VBR with policing CLP(0+1) cells are dropped. CLP(0) cells compliant with leaky bucket 1 are applied to

set 0 3. leaky bucket 2; non-compliant cells are dropped. CLP(0) cells compliant with leaky
bucket 2 are admitted to the network; non-compliant cells are tagged and admitted to the
network.

VBRwith policing  CLP(0+1) cells compliant with leaky bucket 1 are admitted to the network;

setto 4. non-compliant cells are dropped. Leaky bucket 2 is not active.

VBRwithpolicing  Palicing is off, so thereis no policing of cells on ingress.
setto 5.
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Figure 8-22 VBR Connection, UPC Overview
VBR Traffic
. To UPC for each For VBR connections, the first bucket
N Multiple PVCs Verify individual PVC — polices PCR compliance within the
VPIs, Policing | cpvT(0+1) limits. The second bucket
CPE VCls polices compliance in terms of
sustained cell rate and data bursts
A within the BT + CDVT limits.
Cells| @ ——— .. PCR
per MBS=
sec. PCR x BT /{j”"s(:ﬁ
Time ”
Clumping Cells arriving late
(Cells arriving early, i.e, at a (at a less than
higher than contracted rate) contracted
A cell rate)
l ] ] J [ J [ J [ l L1
} } } } } } }
TAT TAT TAT TAT TAT TAT TAT TAT
Example: VBR.2
Policing = 2
5 4 3 2 1
[cLP=1][cLP=0][cLP=1][cLP=0]] CLP=0}—‘
5 3 CLP(2) cells compliant with Leaky Bkt 1, admit to network

»
>

Admit to network

Time 2 1
interval CLP=0][cLP=0
variations —
®@ CLP(0) cells ’—’
CDVT(0+1) MJ compliant with o
Leaky Bkt 1 F Leaky Bkt 1 BT+ CDVT -- @ ,,,,,,
s are applied to v Bk -
Leaky Bkt 2 Leaky Bkt 2 %
PCR(0+1) v with Policing = 2. ¢

SCR ¥
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Leaky Bucket 1
Leaky bucket 1 polices for the PCR compliance of all cells seeking admission to the network, both
those with CLP = 0 and those with CLP =1. For example, cells seeking admission to the network
with CLP set equal to 1 may have either encountered congestion along the user’s network or may
have lower importance to the user and have been designated as eligible for discard in the case
congestion isencountered. If the bucket depth in thefirst bucket exceeds CDVT (0+1), it discards all
cells seeking admission. It does not tag cells.

With policing set to 1 (VBR.1), al cells (CLP=0 and CLP=1) that are compliant with leaky bucket
1, are sent to leaky bucket 2. With policing set to 2 (VBR.2) or to 3 (VBR.3), all CLP=1 cells
compliant with leaky bucket 1 are admitted directly to the network, and all CLP=0 cells compliant
with leaky bucket 1 are sent to leaky bucket 2.

Leaky Bucket 2

For VBR connections, the purpose of leaky bucket 2 isto police the cells passed from leaky bucket
1 for conformance with maximum burst size MBS as specified by BT and for compliance with the
SCR sustained cell rate. The types of cells passed to leaky bucket 2 depend on how policing is set:

® For policing set to 5, cells bypass both buckets.
® For policing set to 4, leaky bucket 2 sees no traffic.

® For policing set to 2 or 3, the CLP(0) cells are admitted to the network if compliant with BT +
CDVT of leaky bucket 2. If not compliant, cells may either be tagged (policing set to 3) or
discarded (policing set to 2).

® For policing set to 1, the CLP(0) and CLP(1) cells are admitted to the network if compliant with
BT + CDVT of leaky bucket 2. If not compliant, the cells are discarded. There is nho tagging
option.
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Examples

Figure 8-23 shows aVVBR connection policing example, with policing set to 4, leaky bucket 1
compliant, and all cells being admitted to the network.

Figure 8-23 VBR Connection, Policing = 4, Leaky Bucket 1 Compliant

Connection setup
and compliance status:

VBR

Policing = 4

Bkt 1 depth < CDVT(0+1) CLP(0+1) cells compliant with Leaky Bkt 1, admit to network
5 4 3 2 1 5 4 3 2 1

[cLP=1][cLP=0]| cLP=1][cLP=0] CLP=0}—l ’—>| CcLP=1|[CLP=0]|CLP=1][CLP=0][CLP=0
To network

Time interval variations — @@
CDVT(0+1) MJ
Leaky Bkt 1 ’

)

PCR(0+1) ¥

S6345
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Figure 8-24 shows a VBR connection policing example, with the policing set to 4, and leaky
bucket 1 non-compliant which indicatesthat the connection has exceeded the PCR for along enough

interval to exceed the CDVT (0+1) limit. Non-compliant cells with respect to leaky bucket 1 are
discarded.

Figure 8-24 VBR Connection, Policing = 4, Leaky Bucket 1 Non-Compliant

Connection setup
and compliance status:

VBR CLP(0+1) cells
Policing = 4 compliant with
Bkt 1 depth > CDVT(0+1) Leaky Bkt 1,

admit to network
4 To network

| CLIizl‘ | CLizol | CL?|;=1| | CLI23=O i CLI13=O }—l ’—>| Cngl |[cLP=0}————

Time interval variations - ©
CDVT(0+1) -\l T

®
3
Leaky Bkt 1 _TA
: o
PCR(0+1) ¥

Two CLP(0) cells, 1 and 2, and one s
CLP(1) cell, 3, are shown as non-compliant
with the CDVT(0+1) limit of Leaky Bkt 1 3
and are discarded in this example. Discard &
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Figure 8-25 shows a VBR.2 connection policing example, with policing = 2, and both buckets
compliant. Leaky bucket two is policing the CLP(0) cell stream for conformance with maximum
burst size MBS (as specified by BT), and for compliance with the SCR sustained cell rate.

Figure 8-25 VBR.2 Connection, Policing = 2, with Buckets 1 and 2 Compliant

Connection setup
and compliance status:

VBR.2

Policing =2

Bkt 1 depth < CDVT(0+1)
Bkt 2 depth < BT + CDVT

5 4 3 2 1
[cLpP=1][cLP=0]|cLP=1|[cLP=0]] CLP:OW

5 3 CLP(1) cells compliant with Leaky Bkt 1, admit to network
CLP=1 CLP=1 >

Time 2 1 4 2 1

interval CLP=0][cLP=0 CLP=0 CLP=0][CLP=0

vanations— © CLP(0) cells CLP(0) cells

CDVT(0+1) --{------- compliant with ©) compliant

Leaky Bkt1 NN Leaky Bkt 1, BT+ CDVT 12 . with Leaky Bkt 2,
: applied to M J admit to network

Leaky Bkt 2 Leaky Bkt 2 F
PCR(0+1) ¥ s

SCR * Discard
non-compliant
CLP(0) cells
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Figure 8-26 shows aVBR.2 connection policing example, with policing set to 2, and leaky bucket 2
non-compliant. Leaky bucket 2 is shown policing the CLP(0) cell stream for conformance with
maximum burst size MBS (as specified by BT), and for compliance with SCR (sustained cell rate).
In this example (policing set to 2), CLP tagging is not enabled, so the cells that have exceeded the
BT + CDVT limit are discarded. In the example, either the sustained cell rate could have been
exceeded for an excessiveinterval, or adata burst could have exceeded the maximum allowed burst
size.

Figure 8-26 VBR.2 Connection, Leaky Bucket 2 Discarding CLP (0) Cells

Connection setup
and compliance status:

VBR.2

Policing = 2

Bkt 1 depth < CDVT(0+1)
Bkt 2 depth > BT + CDVT

5 4 3 2 1
[cLP=1][cLP=0][cLP=1][cLP=0]] CLP=OW

5 3 CLP(2) cells compliant with Leaky bkt 1, admit to network

y»
>

4 To network

2 1
CLP=0||CLP=0 CLP=0
% CLP(0) cells
CDVT(0+1) M J compliant with o
Leaky Bkt 1 F Leaky Bkt 1, S)
[

applied to BT+ CDVT M-j\ B
Leaky Bkt 2 Leaky Bkt 2 n
PCR(0+1) ¥ : ,
SCR ¥
Leaky Bkt 1

discards if depth ;
> CDVT(0+1) Two CLP(O)_ cells,_l and 2, are shown_ as Discard
non-compliant with the BT + CDVT limit
of Leaky Bkt 2 and are discarded in this
example where policing = 2. With
policing = 3, they would be tagged as

CLP=1 and admitted to the network.

Time
interval
variations -
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Figure 8-27

Figure 8-27 shows a VBR.1 connection policing example, with policing set to 1, and both buckets
compliant. Leaky bucket 1 is policing the CLP (0+1) cell stream for conformance with the PCR
limit. Leaky bucket 2 is policing the CLP (0+1) cell stream for conformance with CDVT plus
maximum burst size MBS (as specified by BT), and for compliance with SCR sustained cell rate.

VBR.1 Connection, Policing = 1, with Buckets 1 and 2 Compliant

Connection setup
and compliance status:

VBR.1

Policing =1

Bkt 1 depth < CDVT(0+1)
Bkt 2 depth < BT + CDVT

5 4 3 2 1
[cLp=1][cLP=0][cLP=1][cLP=0]| CLP=0F‘

5 4 3 2 1 CLP(0+1) cells compliant with
. |cm=1|\cw=o||cw=1t|cw:o||cw=oj ek B . appiie & Loaky Bkt 2
interval
variations—- ©
CDVT(0+1) - ® 5 4 3 2 1 To network
M J [cLP=1][cLP=0][ cLP=1][cLP=0][cLP=0}——>
Leaky Bkt 1 NI
s CLP(0+1) cells compliant with
PCR(0+1) * @@ Leaky Bkt 2, admit to network
BT+ CDVT MJ
_ LeakyBkt1 Leaky Bkt 2 NN
discards if depth :

> CDVT(0+1) -

For policing = 1,
CLP(0+1) cells are
discarded if Bkt 2
depth > BT + CDVT

S6349
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Figure 8-28 showsaVBR.3 connection policing example, with policing set to 3, and L eaky bucket 2
shown as non-compliant. Leaky bucket 2 is shown policing the CLP(0) cell stream for conformance
with maximum burst size MBS (as specified by BT), and for compliance with SCR sustained cell
rate. For the policing = 3 selection, CLP tagging is enabled, so the cells that have exceeded the BT
+ CDVT(0+1) limit are tagged as CLP=1 cells and admitted to the network. In this example, either
the sustained cell rate could have been exceeded for an excessiveinterval, or adata burst could have
exceeded the maximum burst size allowed.

Figure 8-28 VBR.3 Connection, Policing = 3, with Bucket 2 non-compliant

Connection setup
and compliance status:

VBR.3

Policing =3

Bkt 1 depth < CDVT(0+1)
Bkt 2 depth > BT + CDVT

5 4 3 2 1
[cLP=1][cLP=0][cLP=1][cLP=0] ICLonF‘

5 3 CLP(2) cells compliant with Leaky Bkt 1, admit to network
CLP=1 >
Ti 4 2 1 4 2 1
oo SLp=0}—»{ctp=1][clp=i} >
variations— © CLP(0) cells Two CLP(0) cells, 1 and 2,
CDVT(0+1) GJ comkpliarllt with @@ are f\hﬂwn as non—cor?plian;
LeakyBkt1 ot ~ARuUT L with the BT + CDVT limit o
Leaky Bkt 1 ’ are applied to BT+ CDVT u Leaky Bkt 2. With policing = 3,
B Leaky Bkt 2 Leaky Bkt 2 s the cells are tagged as CLP=1
PCR(0+1) \/ b and admitted to the network.
SCR ¥
Leaky Bkt 1
discards
if depth > 3
CDVT(0+1) )
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ABR Connection Policing

Available Bit Rate (ABR) connections are policed the same asthe VBR connections, but in addition
use either the ABR Standard with VV SV D congestion flow control method or the ForeSight option to
take advantage of unused bandwidth when it is available.

UBR Connection Policing

Leaky Bucket 1

Leaky Bucket 2

The contract for aunspecified bit rate connection issimilar to the ABR connection service for bursty
data. However, UBR traffic is delivered only when there is spare bandwidth in the network.

When aconnectionisadded, aVPI.V Cl addressis assigned, and UPC parameters are configured for
the connection. For each cell in an ATM stream, the VPI.V Cl addresses are verified and each cell is
checked for compliance with the UPC parameters as shown in Figure 8-29.

L eaky bucket 1 policesthe UBR connection for PCR compliance. When CLP=No (UBR.1), al cells
that are compliant with leaky bucket 1 are applied to the network. However, these cells are treated
with low priority in the network with % utilization default of 1%.

When CLP=Yes (UBR.2), CLP(0) cellsthat are compliant with leaky bucket 1 are sent to leaky
bucket 2. Since SCR=0 for leaky bucket 2, the bucket is essentially alwaysfull, and all the CLP(0)
cells sent to leaky bucket 2 are therefore tagged with CLP being set to 1. This allows the network to
recognize these UBR cells as lower priority cells and available for discard in the event of network
congestion.
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Figure 8-29 UBR Connection, UPC Overview
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LMI and ILMI Parameters

Thefollowing isalisting of the LMI and ILMI parameters for the ASl and BXM:
For ILMI information, refer to Table 8-11.

Table 8-11 ILMI Parameters

Parameter Description

VPILVCI VCCI for ILMI signaling channel equal 0.16

Polling Enabled Keep-alive polling

Trap Enabled VCC change of state traps

Polling Interval Time between GetRequest polls

Error Threshold Number of failed entries before ILMI link failure is declared.
Event Threshold Number of successful polls before ILMI link failureis cancelled.
Addr Reg Enab SVC Address Registration procedures enabled.

For the LMI information, refer to Table 8-11.

LMI Parameters

Parameter Description

VPLVCI VCCI for LMI signaling channel equal 0.31
Polling Enable Keep-alive polling

T393 Status Enquiry timeout value

T394 Update Status timeout value

T396 Status Enquiry polling timer

N394 Status Enquiry retry count

N395 Update Status retry count

LMI and ILMI Enhancements on BXM

LMI and ILMI functions for the BXM card are moved to the card from the BCC to localize these
functions. These functions support virtual UNIs and trunk ports: atotal of 256 sessions on different
interfaces (ports, trunks, virtual UNIs) per BXM.

Early A-Bit Notification with Configurable Timer on ILMI/LMI Interface

The time to reroute connections varies depending on different parameters, such as the number of
connections to reroute, reroute bundle size, etc. It isimportant to notify the CPE if aconnectionis
derouted and fails to transport user data after a specified time interval. However, it isalso desirable
not to send out Abit = 0, then Abit =1 when a connection is derouted and rerouted quickly. Such
notifictions may prematurely trigger the CPE backup facilities causing instabilities in an otherwise
stable system.

The early Abit Notification with configurable timer feature provides away to send Abit = 0 status

changes over the LM interface or to send ILMI traps over the ILMI interface after connections are
derouted acertain amount of time. Thetime period is configurable. The configurabletimeallowsthe
user the flexibility to synchronize the operation of the primary network and backup utilities, such as
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dialed backup over the ISDN or PSTN network. The feature can be turned on using the
cnfnodepar m command. For further information, refer to the Rel. 9.2 Cisco WAN Switching
Command Reference.
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SONET APS

CHAPTER 9s

This chapter contains a description and configuration information for the SONET Automatic

Protection System (APS) which may be used to provide line and card redundancy for BXM OC-3
and OC-12 cards. Refer to the Cisco WAN Switch Command Reference for further information on
configuration and monitoring commands.

This chapter contains the following:

Introduction

Introduction

Operation Criteria

APS 1+1 (Card and Line Redundancy)

APS 1:1 (Line Redundancy)

APS 1 +1 Annex B Card and Line Redundancy
Test Loops

Notes on APS Messages

APS Alarms

APS K1 Command Precedence

Command Reference

Troubleshooting Notes

Automatic Protection Switching provides a standards based line-redundancy for BXM OC-3 and
OC-12 cards. With Release 9.2, the BXM OC-3 and BXM OC-12 cards support the SONET APS
1+1 and APS 1:1 standards for line redundancy which is provided by switching from the working
line to the protection line. The working line is normally the active line, and the protection lineis
normally the standby line.

The APS 1+1 and APS 1:1 protocols that are supported by the BXM arelisted in Table 9-1 and

shown in Figure 9-1 and Figure 9-2, respectively. APS 1+1 Annex B has the same general layout as
shown in Figure 9-1, except that the active lineis called the primary, and the standby lineisreferred
to as the secondary.
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Introduction

Table 9-1 BXM SONET APS

APS 1+1 The APS 1+1 redundancy provides card and line redundancy, using the same
numbered ports on adjacent BXM backcards.

APS1:1 The APS 1:1 redundancy provides line redundancy, using adjacent lines on the
same BXM backcard.

APS1+1 The APS 1+1 Annex B redundancy provides 1+1 high-speed protection, which

Annex B can be configured only for bi-directional, non-revertive protection switching.
For Annex B, the active line isreferred to as the “ primary section” and the
standby line is referred to as the “ secondary section”. Manual switching
(switchapsin) is not allowed in the APS 1+1 Annex B implementation.

Automatic Operation

SONET Automatic Protection Switching configures a pair of SONET lines for line redundancy so
that the interface hardware automatically switches from aworking line to the protection line or vice
ver sa within a specified period after an active line failure.

Upon detection of asignal fail condition (i.e., LOS, LOF, Line AlS, or Bit Error Rate in excess of a
configured limit) or asignal degradation condition (i.e., BER exceeding a configured limit), the
hardware switches from the working line to the protection line. This case assumes that the working
line was the active line and the protection line was not in alarm.

If the “Revertive” optionis enabled, (cnfapsin command), the hardware switches back to the
working line from the protection line after a configured time period called “Wait to Restore”
(cnfapsin command) has elapsed. The working line must bein a clear state for thisto occur. The
revertive option is the default for APS 1:1 but not for APS 1+1.

Coordination between the interfaces on the two ends of thelinesis provided viaan in-band protocol.

Manual Operation

The switchapsin command may be used to control switching manually. Thelast user switch request
(switchapsln) per line pair is saved by switch software so that the APS can be configured correctly
in the event of a node rebuild.
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APS 1+1 Redundancy

Figure 9-1
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Operation Criteria

APS cards provide both front and backcard LED displays providing line and card status active and

standby status.

APS Front Card Displays

The front card LED functions are listed in Table 9-2.

SONET APS 9-3



Operation Criteria

Table 9-2 BXM Front Card LED Display
LED Description

Card LED, Green Active

Card LED, Yellow Inactive

Port LED, Green Lineis active

Port LED, Yellow Lineis standby

APS 1+1 LED Displays

The backcards used for APS 1+1 with front card redundancy have an LED which indicates whether
the backcard can be pulled out for service replacement.

For example, all the lines on the card except one may be working properly and therefore the card
needs to be replaced. The backcard LED functions are listed in Table 9-3.

Note Inthe APS1+1 configuration, whentheprimary cardisactive and the protection lineisactive,
LEDs on both backcards are green. The LED of the secondary is green because that backcard is
carrying traffic. The LED of the primary backcard is green, because that isin the physical path of
the front card in receiving traffic from the protection line. When the backcard LED is green do not
pull out the backcard, because it will disrupt traffic. Whenthe LED isyellow itisOK to pull out the
backcard, but it should be put back as soon as possible, because the card will be needed in the event
of aswitchover.

Table 9-3 BXM Back Card for APS 1+1 LED Display

LED Description

Green The card has at |east one active line and may not be removed without affecting service.
Yellow The card has no active lines and my be removed.

Red Not used and not applicable.
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APS 1+1 (Card and Line Redundancy)

The APS 1+1 feature requires two BXM front cards, an APS redundant frame assembly, and two
redundant type BXM backcards. The two redundant BXM backcards are plugged into the APS
redundant frame assembly as shown in Figure 9-3. The types of available backcards are:

The types of redundant backcard and backplane sets required are:

® BPX-RDNT-LR-155-8 (8 port, long reach, SMF, SC connector)

® BPX-RDNT-LR-622 (single port, long reach, SMF, FC connector)

® BPX-RDNT-SM-155-4 (4 port, medium reach, SMF, SC connector)

® BPX-RDNT-SM-155-8 (8 port, medium reach, SMF, SC connector)

® BPX-RDNT-SM-622 (single port, medium reach, SMF, FC connector)
® BPX-RDNT-SM-622-2 (2 port, medium reach, SMF, FC connector)

Each of the listed model humbers includes two single backcards and one mini-backplane
(providing cross coupling of two backcards).

The single backcards and mini-backplane can be ordered as spares. Their model numbers are:
® BPX-RDNT-BP= (common backplane for all redundant APS backcards)

® BPX-LR-155-8R-BC= (for BPX-RDNT-LR-155-8)

® BPX-LR-622-R-BC= (for BPX-RDNT-LR-622

® BPX-SMF-155-4R-BC= (for BPX-RDNT-SM-155-4)

® BPX-SMF-155-8R-BC= (for BPX-RDNT-SM-155-8)

® BPX-SMF-622-R-BC= (for BPX-RDNT-SM-622)

® BPX-SMF-622-2R-BC= (for BPX-RDNT-SM-622-2)
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Figure 9-3 APS 1+1 Redundancy, Installing APS Backcards in APS Redundant Backplane
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Traffic protected by APS 1+1 redundancy is carried via the working line and the protection line
simultaneously (see Figure 9-4). Bridging isimplemented such that the same payloads are
transmitted identically over the working line as the protection line.

22901

The receiver terminating the APS 1+1 has to select cells from either the working or protection line
and be ableto forward one consi stent traffic stream. Since both working and protection linetransport
identical information, the receiving ends can switch from one to the other without the need for
coordinating with the transmit end.
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Figure 9-4 SONET APS 1+1 Detail
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To set up APS, the addapsin command is used.
® Theaddapsin command defines which lineis working and which is protection.

® Beforeyou can execute the addapsin command for aline pair, the protection line must bein the
standby state.

® |f the addapsin command is executed, the working line is alwaysinitially selected.

When no port onaBXM isconfigured for APS, each backcard of the pair may be used independently
by independent front cards. The switch software disallows configuration of APS if independent
usage is detected. There must be no active lines on the card that is sel ected to be the secondary card.

With previous card cages, because of the positioning of mechanical dividers, the APS card pairs can
only beinserted in certain dots. These are slots 2 through 5 and 10 through 13. The mechanical
dividers arelocated at slots 1 and 2, 5 and 6, 9 and 10, and 13 and 14.

With current card cages, thislimitation isremoved, and the APS card pairs can be located anywhere,
except BCC cardsdots 7 and 8, and ASM card slot 15.

An APS 1+1 redundant card pair must be in adjacent slots (2,3 or 4,5 etc.).

APS +1 Redundancy Criteria
The APS 1+1 redundancy isimplemented by first setting up Y-redundancy, then adding APS.

When card redundancy isimplemented, the two BXM front cards must reside in the same two
adjacent slots as the APS backcards which must be inserted into the APS redundant backplane
assembly. Theworking lines on the backcard must be connected to the same dot asthe primary front
card and the protection lines connected to the same slot as the secondary front card.

The switching of the front cardsis controlled by switch software under the Y-redundancy protocol.
The switch software performs switching between the two cards in the event of afront card failure,
front card downed, front card failing self-test, etc.

The user may add APS at any time after Y-redundancy is configured as long as the protection lineis
in the standby state. The user may add APS eveniif linesand trunks are upped and the card is passing
traffic.
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Note Normally when APS and card redundancy are implemented together, the term YRED really
means card redundancy, asin this case thereisno Y-cabling involved. An exception exists when the
BXM isattached to aMGX 8220 (feeder shelf) or other device which does not support APS. In that
case, Y-cables or straight cables may be used with APS.

When APS is configured on a card pair, switch software checks to ensure that both cards match and
support APS.

For APS 1+1 redundancy, the same numbered ports on adjacent BXM backcards are used. The
maximum number of connections supported does not change, as the compl ete connection capability
of the cardsis available.

Note Using only one front card and two backcardsis not a valid configuration when adding APS
capability, and the APS alarm capability is reduced when the standby card is not available.

Application Notes for APS 1+1

Using switchcdred/switchyred command

9-8

Note Entering switchcdred or switchyred execute the same command. The newer name is
switchedred which replaces switchyred, but switchyred may still be used for those familiar with that
command.

The switchedred (switchyred) command can be used to switch between an active and standby front
card in an APS 1+1 configuration. For example, you might want to do thisto test the standby front
card.

Following aswitchcdred (switchyred), or active card reset, the BXM card is sent a message from
switch softwareto haveit perform an APS switch to align itself with the last user switchapsln switch
request. If the last user request is“ clear”, full automatic APS switching isin effect with the working
linein the active state by default. When thereis no last user switch request to switch any particular
line (i.e., protection line), the working line becomes active.

Note Inthe APS 1+1 configuration, if the protection lineis active and the last user request is
"clear", aswitchdred will causetheworking lineto be activeif thereisno line condition on working
line. When APS 1+1 comes up, it will come up on theworking lineif theworking lineisclear. When
aswitchcedred isissued, the active card al so comes up on theworking lineif theworking lineisclear
and thereis no user request. I n the case where the working lineisin alarm or there is a user request
to switch to the protection line (switchapsin), the card will first come up on the working line. Then
the card will detect the alarm or the user request and switch to the protection line.
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Other Notes:

Note Inthe APS 1+1 configuration, if the last user request was a W->P switch, then dsplog will
log aW->P switching event when aswitchcdred isissued. On aswitchcdred, the newly active card
comes up on working line first. Then it responds to a user request to switch from working to
protection by switching to the protection line and sending an event notification to that effect. The
event notification can be seen in the event log by using the dsplog command.

Note It may be necessary to perform a switchcdred (switchyred) command after performing a
service switch with the switchapsin command so that the backcard that the service switch selects
has its associated front card active.

Some switchapsin Notes

With APS 1+1, when repetitive switchapsin commands are issued, up to two in arow can be
executed sequentially, when alternating between options 3 and 4 (forced switch), or 5 and 6 (manual
switch), but no more. Attemptsto execute athird switchapsnln will not succeed, and the following
error message is displayed:

“Cannot request manual W>P when manual P->Wswi tch in progress”
If usersdesireto perform repetitive switchapsin commands, they need to issue a clear switch

between each W-P, P-W pair of commands, for example:

switchapsin 2.1 1
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Configuration Procedure, APS 1+1

The following is an example of configuring APS 1+1 redundancy:

9-10

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

Verify that appropriate front and back cards are installed along with APS two-card
daughterboard.

Ensure that lines are connected, for example on port 1 of BXM card in slot 2 and port 1
of BXM card in slot 3.

Execute the following commands and verify chan half= no, and standard= GR-253
(default)

cnfcdaps 21 N 1
cnfcdaps 3.1 N 1

Execute the following command, for example, for redundant line on port 1 for BXM
OC-3 cards and APS backcards in slots 2 and 3 of the BPX:

addcdred 2 3
addapsin 2.1 311 {addapsin<slot.port> <slot.port> <1J2|3|..>

Note Thelast entry, “1”, in the addapsin command specifies the type of APS, in this
example APS 1+1.

cnfapsin 2.1
upln 2.1 {or uptrk, as applicable
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APS 1:1 (Line Redundancy)

The APS 1:1 feature provides port and line redundancy for asingle BXM front card and associated
OC-3 or OC-12 redundant backcard.

Thereisno new hardware required to support APS 1:1. A single front card with a standard backcard
isused.

Two adjacent lines on the same card are used. The maximum number of connections supported by a
non-enhanced BXM card is reduced by half for APS 1:1 operation. Using enhanced BXM cards, the
number of available connectionsis not decreased.

Similarly to APS 1+1, Sonet APS 1:1 requires that for every working line, there must exist a
redundant protection line (see Figure 9-5). However, unlike the 1+1 case, traffic protected by the
redundancy must be carried on the protection line only when afailure occurs on theworking line. In
the case of no failure, the protection line can transport idle traffic, ‘same’ traffic asworking line, or
extratraffic. Since the protection line is not guaranteed to carry real traffic until the transmit end is
informed of the failure and switches, this coordination between the equi pments at both ends and thus
is more complex.

Figure 9-5 SONET APS 1:1 Detail
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To set up APS, the addapsin command is used.

® Beforetheaddapsn isused, the switch softwarewill not attempt to use or monitor the protection
line; only theworking lineis used.

® |ftheaddapsin command isused with aworking linein place, theworkinglineisalwaysinitially
selected.

General Criteria

APS 1:1 cannot be configured on cards already configured for YRED. They cannot be configured
concurrently. Use APS 1 + 1 instead.

APS 1:1 configuration requires that the user add the APS configuration to aline before upping the
line.

APS 1:1 configuration requires that the user down aline prior to deleting the APS configuration on
theline.

APS 1:1 can only be configured for bi-directional operation and revertive switching.

Configuration Criteria
The redundant lines must be adjacent. In addition, the lines which may be paired are:

— land 2
— 3and4
— 5and6
— 7and8
Either of the two lines may be designated as working line and the other as the protection line.

The switching of the working and protection lines is controlled by BXM firmware/hardware under
the APS protocol.

The BPX firmware/hardware performs switching between the protection and working linesin the
event of aline or port failure.

The user may add APS aslong as the working and protection line are in the standby state. Lines and
trunks can only be upped after APS 1:1 is added.

Configuration Procedure, APS 1:1

The following is an example of configuring APS 1:1 redundancy:

Note Before configuring for APS 1:1 redundancy, all card connections must be deleted using the
delcon command

Step 1  Ensurethat lines are connected, for example on ports 1 and 2 of aBXM in slot 3.

Note Thelast entry, “2”, in the addapsin command specifies the type of APS, in this
example APS 1:1.
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Step 2  Execute cnfcdaps and verify chan half= yes (not default), and standard= GR-253
(default)

cnfedaps 3.1 Y 1
Step 3 addapsin 3.1 3.2 2  {addapsin<slot.port> <slot.port> <1|2[3|4|5>
Step4 upln3.1 {or uptrk, as applicable

APS 1 +1 Annex B Card and Line Redundancy

The APS1+1 Annex B featureissimilar to the APS 1+1 feature, with the main difference being that
APS 1+1 Annex B redundancy only can be configured for bi-directional operation and non-revertive
switching.

General Criteria

APS 1+ 1 Annex B can only be configured for bidirectional operation and nonrevertive switching
onaline.

Note In non-revertive switching, to avoid dataloss, aline is not automatically switched back to
active after afailureis corrected.

Configuration Procedure, APS 1+1 Annex B
The following is an example of configuring APS 1+1 redundancy:

Step 1  Verify that appropriate front and back cards are installed along with APS two-card
daughterboard.

Step 2  Ensurethat lines are connected, for example port 1 on BXM in slot 1 and port 1 on BXM
inslot 2.

Step 3 Execute the following commands and verify chan half= no, and standard= GR-253
(default)

cnfcdaps 1.1 N 1
cnfcdaps 21 N 1

Step 4  Execute the following command, for example, for redundant line on port 1 for BXM
OC-3 cards and APS backcardsin slots 1 and 2 of the BPX:

addcdred 1 2
Step5 addapsin 1.1 2.1 3 {addapsin<dot.port> <slot.port> <1|2/3|..>

Note Thelastentry,“3”, intheaddapsln specifiesthetypeof APS, inthisexample APS
1+1, Annex B.

Step 6 cnfapdn 1.1
Step7 uplnll { or uptrunk, as applicable
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Test Loops

Thetest commands addinloclp and addInr mtlp are service affecting even when APSis configured.
Inall APS configurationsif theworking lineislooped, both lineswill belooped and traffic disrupted.

Notes on APS Messages

When adding an APS 1+1 line or trunk using addapsin, if theworking slot’s paired redundant slot is
not alegal protection dot, or if firmware can’'t determine what the paired slot is, an invalid slot
pairing exists and one of the following two messages will be displayed:

“Protection card specified by user does not match HW.”
“Working card specified by user does not match HW.”

The redundant card information can be displayed with the dspcd command under the “ Backcard
Installed” heading. For example, if aredundant pair is configured with a primary dot of 2 and a
secondary slot of 3, the dspcd 2 command should display “RedSlot: 3", and the dspcd 3 command
should display “RedSlot: 2". The following example is of dsped 2:

swwye TN silves BPX8620 9.2.20 Aug. 9 1999

Detailed Card Display for BXM 155 in slot 2

St at us: Active

Revi si on: DDA Backcard Installed

Serial Nurber 652774 Type: LM BXM

Fab Number 28-2158-02 Revi si on EW

Queue Size 228300 Serial Nunmber 1..1...

Support: 4 Pts, OC-3, FST, VcShp Supp: 4 Pts, OC-3, SMF, RedSlot:3

Support: VT, ChStLv 2, VSIIvl 2
Support: APS (FW HM+1)
Support: QAM.p, TrfcGen

#Ch: 8128, P 1] :8123
#Sched_Ch: 16284

Last Conmand: dspcd 2

APS Alarms

The APS dlarms are listed in Table 9-4. The listing includes the class or state of the alarm, minor,
major, info, or clear.

Statistical Alarms

Statistical alarms are not cleared when a 'Y RED switch occurs. The user can clear these stats as
appropriate.

Note On the active line/trunk, alarms (e.g., LOS and LOF) and statistics (e.g., error counters) are
supported. On the standby line/trunk, alarms are supported but not statistics.

Summary statistics are not supported on a standby line/trunk.
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Table 9-4 APS Alarms
Class Name Description
Minor  APS Standard Mismatch Ina2 card APS 1+1 configuration, one card is programmed for

GR-253 and the other card is programmed for ITUT.

Minor  APS Card Missing Indicates that either aBXM frontcard or backcard supporting
this APSline is detected as missing by aBXM.

Clear APSOK APSlineisup with no aarms.

Clear  APS Deactivated APSlineisdown.

Minor  APS Lines looped APSlineislooped.

Minor  APS Remote Signal Failure A remote signal failure indicates that there is a problem with the
far end signalling information in the K1K2 bytes.

Minor  APS Channel Mismatch Can only happen in bidirectional mode and indicates that thereis
aproblem with the underlying APS channel protocol. The
receive K2 channel number does not equal the transmit K1
channel number.

Minor  APS Protection Switch Protection Switch Byte failure or PSB. In bidirectional mode

Byte Failure indicatesthat thereisaninvalid K1 byte. The receive K1 request
does not match the reverse request and is less than the transmit
K1 request. In all modes a PSB alarm indicates that K1/K2
protocol is not stable.

Minor  APS Far End Protection Far end protection failure indicates that the far end’s protection

Failure lineisfailing. When thereis Signal Failure on the protection
channel, the remote end sees Far End Protection Fail.

Minor  APS Architecture Architecture mismatch means that the APS configuration on one

Mismatch end of theline does not match the APS configuration at the other
side of theline. Specifically GR-253 at oneend and ITUT at the
other or 1+1 at one end and 1:1 at the other.

Info APS Init/Clear/Revert A BXM APS event indicating that the BXM APS  has been
initialize or a clear switch has occurred or arevert switch has
occurred.

Info Cannot perform a A BXM APS event indicating that the BXM APS was unable to

Clear/Revert switch perform aclear or revertive switch.

Info APS Manual switch A BXM APS event indicating that the BXM APS
has performed a user requested manual switch.

Info Cannot perform aManual A BXM APS event indicating that the BXM APS

switch was unable to perform a user requested manual switch.
Info APS Signal Degrade LoPri A BXM APS event indicating that the BXM APS
switch performed a switch due to alow priority signal degrade
condition. An automatically initiated switch due to a“ soft
failure” condition resulting from the line BER exceeding a
pre-selected threshold (cnfapsin).
Info Cannot perform a Signal A BXM APS event indicating that the BXM APS

Degrade LoPri switch

was unable to perform a switch due to alow priority signal
degrade condition.

SONET APS 9-15



APS Alarms

Table 9-4 APS Alarms (Continued)
Class Name Description
Info APS Signal Degrade HiPri A BXM APS event indicating that the BXM APS performed a

switch

switch due to a high priority signal degrade condition. An
automatically initiated switch due to a*“ soft failure’ condition
resulting from the line BER exceeding a pre-selected threshold
(cnfapdn).

Info Cannot perform a Signal A BXM APS event indicating that the BXM APS
Degrade HiPri switch was unable to perform a switch due to a high priority signa
degrade condition.

Info APS Signal Failure LoPri A BXM APS event indicating that the BXM APS

switch performed a switch dueto alow priority signal failure condition.
An automatically initiated switch due to asignal failure
condition on theincoming OC-N line including loss of signal,
loss of frame, AIS-L defects, and aline BER exceeding 10-3.
Info Cannot perform a Signal A BXM APS event indicating that the BXM APS
Failure LoPri switch was unable to perform a switch due to alow priority signal
failure condition.
Info APS Signal Failure HiPri A BXM APS event indicating that the BXM APS performed a
switch switch due to ahigh priority signal failure condition. An
automatically initiated switch dueto asignal failure condition on
the incoming OC-N lineincluding loss of signal, loss of frame,
AIS-L defects, and aline BER exceeding 10-3.
Info Cannot perform a Signal A BXM APS event indicating that the BXM APS
Failure HiPri switch was unable to perform a switch due to a high priority signa
failure condition.

Info APS Forced switch A BXM APS event indicating that the BXM APS
has performed a user requested forced switch.

Info Cannot perform a Forced A BXM APS event indicating that the BXM APS

switch was unable to perform a user requested forced switch.

Info APS Lockout switch A BXM APS event indicating that the BXM APS
has performed a user requested switch which prevents switching
from working line to protection line from taking place.

Info Cannot performaLockout A BXM APS event indicating that the BXM APS

switch was unable to perform a user requested lockout of protection
switch.

Info WTR switch A BXM APS event indicating that the BXM APS performed a
switch due to a Wait to Restore timeout. A state request switch
dueto the arevertive switch back to theworking line because the
wait-to-restore timer has expired.

Info Cannot perform aWTR A BXM APS event indicating that the BXM APS

switch was unable to perform a switch due to aWTR condition.
Info Exercise switch Not supported.
Info Cannot perform aExercise  Not supported.
switch
Info Reverse switch A BXM APS event indicating that the BXM APS performed a

switch dueto areverserequest. A state request switch due to the
other end of an APS bi-directional line performing an APS
switch.
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Table 9-4 APS Alarms (Continued)
Class Name Description
Info Cannot perfform aReverse A BXM APS event indicating that the BXM APS

switch

was unable to perform a switch due to a reverse switch request.

Info

No Revert switch

A BXM APS event indicating that the BXM APS

performed a switch due to a Do not Revert. A state request due
to the external user request being cleared (such as aforced
switch) while using non-revertive switching.

Info

Cannot perform aNo
Revert switch

A BXM APS event indicating that the BXM APS
was unable to perform a switch due to a Do not Revert switch

request.

Minor

Standby Line Section Trace

APS standby line darm.

Minor

Standby Line Path Trace

APS standby line aarm.

Minor

Standby Line path yellow
aarm

APS standby line alarm.

Minor

Standby Line path AIS

APS standby line alarm.

Minor

Standby Lineloss of
pointer

APS standby line alarm.

Minor

Standby Lineloss of cell

APS standby line darm.

Minor

Standby Line plcp yellow
alarm

APS standby line alarm.

Minor

Standby Line plcp out of
frame alarm

APS standby line darm.

Minor

Standby Lineyellow adarm

APS standby line alarm.

Minor

Standby Lineaarm
indication signa (AlS)

APS standby line alarm.

Minor

Standby Line out of frame
aarm (LOF)

APS standby line darm.

Minor

Standby Line loss of signal
aarm (LOS)

APS standby line alarm.

Architecture Mismatch meansthat 1 side supports 1+1 and other end of lineis configured for 1:1, or
the directional or revertive parameter does not match. FW cannot bring the two endsinto compliance
on the fly; the user must correct the configuration error.

APS K1 Command Precedence

The possible conditions which may cause/prevent aswitch arelisted in Table 9-5. Thelistis
arranged starting from highest precedence and ending with lowest precedence. Refer to the Cisco
WAN Switching Command Reference for further description and information.

Table 9-5

K1 Switching Conditions

APS K1 Command Precedence

Lock out of Protection

Forced Switch
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Table 9-5 K1 Switching Conditions

APS K1 Command Precedence
Signal Fail

Signal Degrade

Manua Switch

Wait To Restore

Reverse Request

Do not Revert

No Request
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APS Command Summary

A number of commands have been added and modified to support APS. Thesearelisted in Table 9-6,
and defined in more detail in the following pages. Refer to the Cisco WAN Command Reference for
information on commands not described here and for additional detailed information on commands.

Table 9-6 APS Commands
Command Description

New Commands Added for Management of APS
cnfcdaps slot Sets APS options on the card.
addapsin slotl.portl slot2.port2 protocol Adds APS.
delapsin slot.port Deletes APS.
dspapsin Displays status of APSline pairs.

switchapsin slot.port (option 1...6, S)

Controls the APS user switching interface.

cnfapsin dot.port Configures the APS parameters on aline.
New Commandsfor Card Redundancy for APS 1+1

addcdred Adds redundancy across two cards.

dpscdred Display redundant cards.

delcdred Deletes redundancy configuration for cards.

switchcdred Switches active and redundant cards.

Commands modified for use with APS

cnfbked Modified to APS options.

dspalms Added row for “APS Alarms’ which lists Minor and Major APS
aarms.

dspcd Displays front and backcard APS attributes. For the front card,
displays that card supports APS 1+1 and APS 1:1. For the back
card, displaysif backcard is a redundant backcard, and if so, the
slot number of the redundant backcard. Also, displays APS
mismatch conditions.

dspsv3 Modified to display APS alarms pending.

dsplog Displays APS alarms.

addyred Modified to prevent invalid configurations when combined with
APS.

delyred Modified to prevent invalid configurations when combined with

APS,
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addapsin/delapsin

The addapsin command adds APS for BXM OC-3 or OC-12 lines. The user specifies the desired
APS Protocol when adding anew APS line pair. The delapsin command deletes APS for the lines.

Syntax

addapsin <slot.port1> < dot.port2> <protocol >

Parameter Description
slot.portl The desired working line number.
dot.port2 The desired protection line number.
protocol 1 1+1

211

3: 1+1 Annex B

4: 1+1 Ignore K1K2 bytes

When the command is exercised, the switch software does the following:

Verifies that the dlot.port arguments support APS.
Verifies that the appropriate backcard isinstalled.
Verifies that the protection port is not already active.

If card redundancy is already configured for the 2 dlot case (APS 1+1), verifies that the primary
card is the same type as the working line card.

Example:

The user isrequired to enter the slot.port pair and the protocol option. If the user does not enter the
protocol option a menu listing the options is displayed.

Exanpl e

al exa TRM genre BPX 15 9.2 Sep. 9 1998 16: 08 PDT
Act v Current Line Current APS Last User

Wor k/ Pr ot ect Pr ot ocol Li ne Al arm St at Al arm St at Card Swi tch Req

2.1 3.1 1+1 WWORK K APS OK C ear

Command: addapsin 2.1 3.1 1
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addcdred

Note Entering addcdred or addyred executes the same command. The newer name is addcdred
which replaces addyred, but addyred may still be used for those familiar with that command.

The addcdred command enables card and line redundancy for the cards on the IGX and BPX. It
lets you add card and line redundancy for APS 1+1 across two BXM OC-3 or OC-12 cards. You
also use it before enabling APS 1:1 line redundancy. It works similarly to the addyred command.

Syntax
addcdred <primary slot> <secondary slot>

Example 1
addcdred 2 3

Related Commands
delcdred, dspedred, prtedred, switchedred

Attributes

Privilege Jobs Log Node Lock
1-4 No Yes BPX Yes
Table 9-7 addcdred—Parameters

Parameter Description

primary sot Specifies the slot number of the primary card set.
secondary slot Specifies the slot number of the secondary card set.
Description

Add redundant line on port 1 for BXM OC-3 card and APS backcardsin sots 2 and 3 of the BPX.

Use the addcdred command to specify the dots of the primary and secondary (standby) cards that
form the redundant pair.

When configuring APS 1+1 card and line redundancy, you must execute the addcdred command
before using addapsin.

Redundant card sets must have the following characteristics:
® The primary and secondary card sets must be identical.

® For APS 1+1 card redundancy only, the primary and secondary card sets must reside in adjacent
dots. (Thisrestriction only appliesto APS 1+1 Card and Line Redundancy.) APS 1+1 is not
supported on a single-card option.

® Secondary card sets must not currently be active.
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® Neither the primary nor secondary card set may already be part of a redundant set.
® Redundancy appliesto the entire card and not specific trunks or lines.

In both the single and multi-port card sets, if the secondary card set becomes active, the primary card
set serves as its backup (assuming the primary card set is complete and not failed). You cannot use
the addcdred command on empty card dlots. If one or both of the card dotsisempty, and you usethe
addcdred command, the command will fail.

Note When SONET Automatic Protection Switching (APS) is configured in release 9.2, you will
not be able to use the addyred or delyred commands on a card configured for APS 1:1 architecture.
That is, you will not be able to execute the addyred command, then configure the APS 1:1
architecture. Similarly, you will not be able to configure APS 1:1, then execute the addyred
command. You will be blocked from executing these commands at the command line interface.

In Release 9.2, to ensure that only cards with the Idle Code Suppression feature enabled on them are
allowed to be a Y-redundancy pair, addcdred blocks cards that have different idle code suppression
capability.
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cnfapsin

Exanpl e:

The cnfapsin command allows the user to configure various APS line parameters.

Syntax

cnfapsin <sglot.port> <SFBER> < SDBER> <Revertive_ mode> <WTR> <Direction>

Parameter Description Range
slot.port Slot and port of the line to be configured. -
SFBER Signal Fail Bit Error Rate threshold which will causean  Default 3, range 3 - 12
APS switch.
SDBER Signal Degrade Bit Error Rate for line degradation. Default 5, range 5 - 12
Revertivemode  Revert to Working line after WTR interval expires. User  Default 1, range 0, 1
ent_ers numeral 0 orl. '_I'hls_ only appliesto automatic 0 = revertive
switches. Revertive switching does not take place asa )
result of user-initiated switching. 1=non-revertive
WTR Wait to restore interval. After aswitch fromaWorkingto Default 5: range 1 - 12 minutes
aProtection ling, thisistheinterva in minutes to wait
before attempting to switch back to the Working line.
Thisisnot applicable if the Revertive Mode option is set
to N (Non-revertive).
Direction Direction of switching. Uni-directiona is switchingin Default is 0, unidirectional,
only one direction. With Bidirectional, after one side range 0/1 whereQis
switches, then the other side also switches. unidirectional and 1is
bidirectional.
al exa TRM genre BPX 8620 9.2 Sep. 9 1998 16: 15 PDT

APS Configuration paraneters for Working,

Protection lines 1.1, 1.2

APS Protocol : 1+1
Signal Fail BER threshold (10 to the -n): 3

Signal Detect BER threshold (10 to the -n): 5
Revertive Switching: Yes

Wait to Restore Tinmer: 5 m nutes

Uni/Bi Directional Switching:

Command: cnfapsin 1.1

Uni di recti onal
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cnfcdaps

The cnfcdaps command sets the APS 1:1 channel s option and the APS standard option on the card.

Syntax

cnfcdaps <slot> <Y/N> < 0/1>

Parameter Description

slot Specifies the desired BXM APS slot number.
Y/N Disable/Enable the channels option on the card.
0/1 0=ITUT, 1=GR253

When the command is exercised, the switch software does the following:

Checks that the slot isaBXM OC-3 or OC-12 card.
Verifies that the BXM card version supports APS.

Issues awarning if any trunks or lines are upped on the card, and if so, issues awarning that a
card mismatch may occur.

Issues awarning if thiscard is'Y redundant and its redundant card has a different APS standard
configured.

bpx1 TN Strat aCom BPX 8620 9.2 May 11 1999 09: 38 PDT
>

>APS Card Configuration paraneters for card 6
>

>Channel s Hal ved for APS operation: Yes
>APS Standard for Card: GR- 253
>

>

>

>

>

>

>

>

>

>

>

>

>Thi s Command: cnf cdaps 6

>

>

>Enter channels halved option (Y or N):
>
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dspapsin

The dspapsin command displays the currently configured APS lines and their status.

Syntax
dspapsin

>bpx1

>
>

>\Wor k/ Pr ot ect
6.
6.
6.
11.
11.
11.
11.
11.
11.
11.
11.

> 6.
> 6.
> 6.
>10.
>10.
>10.
>10.
>10.
>10.
>10.
>10.
>

>

3

5
7
1
2
3
4
5
6
7
8

S

WO~NO O WNE OO

TN

Act v
Li ne
WORK
WORK
PROT
WORK
WORK
NONE
NONE
NONE
NONE
WORK
WORK

StrataCom

Active Line
Al arm St at us

RIARR

Deacti vat ed
Deacti vat ed
Deacti vat ed
Deacti vat ed
K
K

>Last Command: dspapsl n

BPX 8620 9.2

St andby Li ne

Al arm St at us

K

K

Loss of Si g(RED)
K

K

APS Deact i vat ed
APS Deacti vat ed
APS Deact i vat ed
APS Deact i vat ed
K

K

May

Current APS
Al arm St at us

APS
APS

Loss of Si g(RED)

K
(0.4

APS K

APS
APS
APS
APS
APS
APS
APS

K
Deacti vat ed
Deacti vat ed
Deacti vat ed
Deacti vat ed
K
K

11 1999 09: 37 PDT

Last User
Swi tch Req
C ear

Cl ear

Cl ear

Cd ear

C ear

C ear

C ear

Cl ear

Cl ear

Cd ear

C ear
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dsplog/dspalms

Syntax
dsplog
dspalms

APS aarms are displayed with the dsplog command, and propagated to the Cisco WAN Manager.
Refer to Notes on APS Messages on page 9-14, in the preceding paragraphs, for alisting that
includes the Class and dsplog text of each APS alarm.

Also, the dspalms command includes arow for APS alarms.

Exanpl e:

al exa TRM genre BPX 15 9.2 May. 9 1998 16: 35 PDT

Al ar m sunmary (Configured alarm slots: None)

Connections Fail ed: None

TRK Al ar ns: None

Li ne Al arns: None
Cards Fail ed: None
Slots Al arned: 1 Mgjor
M ssing Cards: 1
Renot e Node Al arns: 1 M nor
Renote Donmai n Al arns: None
APS Al ar ns: 1 Major, 1 Mnor
Interface Shelf Al arns: None
ASM Al ar ns: None

Last Command: dspal ns
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switchapsin

The switchapsin command controls the APS user switching interface.

Syntax

switchapsln<slot.port> <switchoption> [S]

Parameter Description
slot.port The desired working line number
switch 1. Clear Clearslast user request.
option
2. Lockout Prevents specified APS pair from being switched to protection line. If
protection line is already active, switch is made back to the working line.
3. Forced switch Forced Working to Protection line switch. If Working lineisactive, switch
(Working to is made to Protection line unless the Protection lineislocked out or in the
Protection line) SF condition or Forced Switch is aready in effect. Forces hardware to
switch to the Protection line even if itisin alarm.
4.Forced switch Protection lineis active, switch is made to Working line unless a request
(Protection to of equal or higher priority isin effect.
Working line)

This Protection to Working line switch only appliesto APS 1+1.

5. Manual switch Switch from Working to Protection line unless a request of equal or
(Working to higher priority isin effect.

Protection Line) Note Not applicableto APS 1+1, Annex B.
6. Manual switch This Protection to Working line switch only appliesto APS 1+1.

(Protgctio_n to Note Not applicableto APS 1+1, Annex B.
Working line)
S If Sisentered as an additional parameter, a service switch is performed for al ports on the card

such that al lines are forcibly switched to one backcard so that the other card of the pair can be
removed for service. Be sure that the associated frontcard is active for the backcard that isto
remain in the rack. You may have to perform a switchcdred command so that the backcard that
the service switch changes to has its associated front card active.
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switchcdred/switchyred

Switches active and redundant cards used for SONET APS (Automatic Protection Switching). The
switchcdred command is the same as the switchyred command, and you can use it on any Y-cable
redundancy card pair. You typically only would use the switchcdred command to perform diagnostics
or maintenance, and you need to remove and service the active card.

Syntax
switchedred <slot.port> <dotport>

Example 1
swi t chcdred

Note When implementing two-card APS 1+1, it must be implemented with card redundancy (may
also bereferred to as“ Y-redundancy”, because the new card redundancy commands you use to
configure APS 1+1 are based on Y-redundancy commands used in releases previous to release 9.2
APS commands.)

When thereisafront card failure, front card downed, or the front card fails a self-test, the card
switchover should happen automatically (that is, you should not need to execute the switchcdred
command for the card switchover to happen.) An automatic switchover typically occurs when the
switch software determines that the card isin aworse condition than the redundant pair (that is, a
cardisin afailed state due to a condition such as self-test, background test, fatal errors.) If astandby
card is not available, the switchcdred command will not be executed.

Typically, when APS and card redundancy are implemented together, the term Y-redundancy
actually refersto card redundancy becausethereisno 'Y cable connecting two backcardsto oneline.
With SONET APS 1+1 card redundancy, thereis a primary and a secondary front card/back card
pair. The redundant front card must be in Hot Standby state before a switchover can occur. When a
front card failure is detected, the switchover should happen automatically (when card redundancy
has been implemented). However, for the APS application, the active line is not switched if the line
status is good. If the line has Loss of Signal (or other defects), it will be switched to the redundant
line. (Thelinerefersto the physical cable attached to the output of the backcard.)

For APS 1+1, afront card can switch and become the standby card while its associated back card
still has the active lines. The APS line will not switch during a card redundancy switch, unless the
APS firmware detects that an APS switch is needed.

Following aswitchcdred, or active card reset, the BXM card is sent amessage from switch software
to haveit perform an APS switch to align itself with the last user switchapsin switch request. If the
last user request is “clear”, full automatic APS switching is in effect with the working linein the
active state by default. When there is no last user switch request to switch any particular line(i.e.,
protection line), the working line becomes active.
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Note Inthe APS 1+1 configuration, if the protection lineis active and the last user request is
"clear", aswitchcdred will cause the working line to be active if there is no line condition on the
working line. When APS 1+1 comes up, it will come up on the working lineif the working lineis
clear. When aswitchcdred isissued, the active card al so comesup ontheworking lineif theworking
lineisclear and there is no user request. In the case where the working lineisin alarm or thereisa
user request to switch to the protection line, the card will first come up on the working line. Then the
card will detect the alarm or the user request and switch to the protection line.

Other Notes:

Note Inthe APS1+1 configuration, if the last user request was a\W->P switch, then dsplog will log
aW->P switching event when a switchcdred isissued. On a switchcdred, the newly active card
comes up on working line first. Then it responds to a user request to switch from working to
protection by switching to the protection line and sending an event notification to that effect. The
event notification can be seen in the event log by using the dsplog command.

Note It may be necessary to perform a switchcdred command after performing a service switch
with the switchapsin command so that the backcard that the service switch selects hasits associated
front card active.
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Troubleshooting Notes

Introduction

Automatic Protection Switching (APS) is the ability to configure a pair of SONET lines for line
redundancy so that hardware automatically switches from a Working line to a Protection line when
the Working linefails, and vice versa. Each redundant line pair consists of a Working Line and a
Protection Line. The concept of Working and Protection Linesis similar to the concept of Primary
and Secondary Y Redundant cards. That is, the Working lineisthelogical line which the user refers
to.

L eft undisturbed, hardware performs line switching automatically. Upon detection of a Signal Fail
condition (LOS, LOF, Line AlSor Bit Error Rate exceeding a configured limit) or aSignal Degrade
condition (BER exceeding a configured limit), hardware switches from the Working Line to the
Protection Line (assuming the Working line was the Active line and the Protection lineisnot in
alarm). If the Revertive option is Enabled, hardware switches back to the Working line automatically
after aconfigured time period called Wait to Restore has elapsed (assuming the Working line is now
OK). Coordination between the two ends of the line is accomplished using the in-band protocol.

During setup, the commands addapsin, cnfcdaps, and cnfapsin are used to create the
line-redundant pair. Also, appropriate front cards, back cards, and a special RDNT-BP daughter
backplane are required for APS 1+1 configurations.

During operation, signal failure or signal degradation can cause APS “switchovers’. A switchover
iswhen the line that was active gives up control to its partner line. This partner line now becomes
the “active” line, while the original active line becomes the “standby” line.

For APS line redundancy, the following problems can occur:
® APS Configuration Problems on page 9-31
— Not Ableto Correctly Set Up APS 1+1 Line Redundancy Configuration on page 9-31
— Unableto set up APS 1:1 line redundancy configuration on page 9-31
— Operator information about APS architectures on page 9-32
® Operational Problems on page 9-33
— What the various APS switches mean on page 9-33
— Unable to perform APS external switch after forced or manual APS switch. on page 9-33
— APSmanual switch to aline does not occur right away. on page 9-34
— Switch occurs after lockout issued. on page 9-34
— APS switch madeto alinein alarm. on page 9-34
— Reverse switch on page 9-35
— APS switch occurs at the same time as a yred switch. on page 9-35
— APS switch occurs after issuing an APS clear switch. on page 9-36
— APS Switch Occurs even though APS Forced switch in effect. on page 9-36
— APSIlineisfailing to switch on page 9-36
— Large cell loss when performing afront card switchover on page 9-37
— APS service switch description on page 9-37

— APSIine does not seem to switch and active line isin alarm on page 9-37
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— BXM backcard LED green and yellow indications on page 9-38
— BXM Port LED states on page 9-38

® APS Alarms on page 9-14
— What do APS Alarms Represent. on page 9-39

APS Configuration Problems

The following sections describe possible APS configuration problems.

Not Able to Correctly Set Up APS 1+1 Line Redundancy Configuration

Description
The addapsin user interface command fails to execute correctly for APS 1+1 line addition.

Initial Investigation

The addapsin command is used to setup the APS line redundancy configuration. For APS 1+1
configurations, BPX software supporting APS and BXM firmware supporting APS must be used.
Also the following hardware requirements must be met:

® BXM-Enhanced OC-3 or OC-12 front cards. BXM -155-4 or BXM-155-8 frontcard of revision
C or higher. BXM-622-2 or BXM-622-1 of revision E or higher.

® RDNT-BP daughter backplane - special APS redundancy backplane

® BXM OC-3or OC-12 APS backcards (they have two connectors on the back instead of one and
require the daughter backplane in order to fit into the BPX backframe.

® Card redundancy (addcdred or addyred) must be set up on the card pair prior to addapsin, see
section on Y-cable issues. APS does not use the special Y-cable, it uses straight cables on both
ports to the remote port. The redundant card must be in adjacent slots.

® Using abackcard frame containing internal card cage stiffeners requires that only slots 2-5 and
10-13 be used for APS 1+1 configurations. Thisis due to the stiffeners preventing the daughter
backplane from fitting into the backcard frame.

® A newer backcard frame removes the slot restriction of having to put daughter backplane and
APS backcardsin dots 2-5 and 10-13.

Workaround
None.

Unable to set up APS 1:1 line redundancy configuration

Description
The addapsin user interface command fails to execute correctly for APS 1:1 line addition.
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Initial Investigation

Workaround

For APS 1:1 configuration, two adjacent lines on the same card are used. No special hardwareis
required however the maximum connections supported must be reduced by half using the cnfcdaps

command. FW and SW support of APS s required.

APS 1:1 can be run on non APS enhanced BXM card by halving the number of channelsthe card
can support (cnfcdaps). No specia backcards are needed for APS 1:1.

Detailed Debugging
For APS 1:1 configuration the APSline must be configured (addapsin) beforealine (upln) or trunk
(uptrk) can be upped. Conversely, the line or trunk must be downed before the APS line can be

deleted (delapsin). Use dspapsin to verify that the APS line has been added.

Operator information about APS architectures

Description.

The cnfapsin user interface command fails to allow the user to configure any combination of APS

architectures.

Initial I nvestigation.

The APS configuration can be changed using the cnfapsin command, however not all combinations

are allowed. Here is atable of combinations allowed and disall owed.

Table 9-8 Possible APS System Architectures
APS1:1 APS1+1, 1+1lignore K1 APS 1+1 Annex B

Non-reverti Non-reverti Non-reverti
Mode Revertive ve Revertive ve Revertive ve
Bi- Default Not Valid Valid option | Valid option Not Valid Default
directional
Uni- Not Valid Not Valid Valid option Default Not Valid Not Valid
directional

Work Arounds

9-32

Oncethe APS configuration 1+1, 1:1, 1+1 Annex B, or 1+1 ignore K1 ischosen by the addapsin, it
cannot be changed except by deleting the APS line (delapsin) and re-adding the APS line with the
new configuration (addapsin).

None.
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Operational Problems

The following sections describe possible APS operational problems.

What the various APS switches mean

Description

There are ten reasons an APS switch may occur. These reasons can be seen logged using the dsplog
command. When the BXM switchesan APS lineit returns an event message to the SWSW with the
reason why it switched and which lineis active.

Initial Investigation

The following list shows the possible conditions which may cause/prevent a switch. Thelistis
arranged starting from highest precedence and ending with lowest precedence.

1 Lock out of Protection - An external user requested switch which prevents switching from
working line to protection line from taking place.

2 Forced Switch - An external user requested switch which forces a switch from working line to
protection line or vice-versaeven if thereis an alarm on the destination line.

3 Signal Fail - An automatically initiated switch due to a signal failure condition on the incoming
OC-N lineincluding loss of signal, loss of frame, AI1S-L defects, and aline BER exceeding 10-3.

4 Signa Degrade - An automatically initiated switch due to a“ soft failure” condition resulting
from the line BER exceeding a pre-sel ected threshold (cnfapsin).

5 Manual Switch - An external user requested switch which requests aswitch from working lineto
protection line or vice-versabut only if there is no alarm on the destination line.

6 Wait To Restore - A state request switch due to the a revertive switch back to the working line
because the wait-to-restore timer has expired.

7 Exercise- Not supported

8 Reverse Request - A state request switch due to the other end of an APS bi-directional line
performing an APS switch.

9 Do not Revert - A state request due to the external user request being cleared (such as aforced
switch) while using non-revertive switching.

10 No Request - A state request due to the external user request being cleared (such as aforced
switch) while using revertive switching.

Unable to perform APS external switch after forced or manual APS switch.

Description

Theuser performsaforced switch from theworking lineto the protection line (switchapsin Ln1 Ln2
3) and then another forced switch back to working line (switchapsin Lnl Ln2 4). After thisthe user
again tries to perform aforced switch to the protection line but sees nothing happen.
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Investigation

Once aforced switch is made from the working line to the protection line and back again, a clear
switch (switchapsin Lnl Ln2 1) must be issued in order to perform another forced switch. This
appliesto APS manual and lockout switching a so.

With APS 1+1, when repetitive switchapsin commands are issued, up to two in arow can be
executed sequentially, when alternating between options 3 and 4 (forced switch), or 5 and 6 (manual
switch), but no more. Attemptsto execute athird switchapsnln will not succeed, and the following
error message is displayed:

“Cannot request manual W>P when manual P->Wswi tch in progress”

If usersdesire to perform repetitive switchapls commands, they need to issue aclear switch between
each W-P, P-W pair of commands, for example:

switchapsin 2.1 1

APS manual switch to a line does not occur right away.

Description

Explanation

The user has issued a manual switch either to working or protection line. The switch did not occur
because the destination line was in alarm. When the alarm is cleared on that line the switch does
occur.

The BXM firmware remembersthe” last user switch request” (also called external request) and tries
to switch to that line when it becomes available.

Switch occurs after lockout issued.

Description

Investigation

With protection line active, the user issues an APS switch lockout and a switch occurs back to the
working line.

Thisisnormal operation. When the protection lineis active and an APS switch lockout isissued, a
switch to the working line will happen. Thelockout function lockstheworking line as active. Only
an external (user request) APS clear switch (switchapsin Lnl Ln2 1) will disable the lockout.

APS switch made to a line in alarm.

Description.

The user performs aforced switch to aline with aline alarm. The switch is successful making an
alarmed line active with possible loss of traffic.
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Investigation
It is normal operation for aforced switch to cause a switch to aline even though it may be faulty.
This allows the user to “force” aswitch to standby line even if itisin alarm. A traffic outage may
occur. During amanual switch request, the BXM firmware decides whether the switch should occur
and the switch may not occur if thereisan alarm on the standby line. An APS clear switch will allow
automatic switching to resume following aforced switch.

Reverse switch

Description

User performs aforced or manual switch on local end of APSlinein bidirectional mode but other
end indicates a reverse switch was performed.

Investigation
Thisisnormal operation. A reverse switch in bidirectional mode occurs on the far end of the APS
line when the local end of the APS line performs a switch for any reason.

APS switch occurs at the same time as a yred switch.

Description

Two related scenarios could cause this to occur.

1 A forced or manual switchisin effect. In dspapsin, the Last User Switch Request is forced or
manual w->p or p->w. If aswitchcdred/switchyred is performed (could be caused by card
failure or physically removing card also) the front card switches and an APS switch occurs.

2 A clear switchisin effect. In dspapsn, the Last User Switch Request isclear. If aswitchyred is
performed (could be caused by card failure or physically removing card also) the front card
switches and an APS switch occurs.

Explanation

Following a switchcdred/switchyred, or active card reset the BXM card will be instructed to
perform an APS switchto alignitself with the Last User Switch Request (switchapsin).When ayred
(switchcdred) switch takes place on aBXM card pair being used for APS 1+1, the card being
switched is sent configuration messages including the last user switch request. The BXM card will
initially become activeinan APS*“clear” switch modefollowing aswitchcdred or reset. Thismeans
that the APS switching is on automatic. However if the Last User Switch Request is amanual or
forced switch, the software sends this request to the BXM, and the BXM will switch to thislineif it
isnot already active. This switch is done to comply with the users last APS switch request.

In the second case, if the last user request is“clear”, full automatic APS switching isin effect with
the working line being active by default. When thereis no last user switch request (switchapsin to
protection, for example) to switch to any particular line, the working line will become active.
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APS switch occurs after issuing an APS clear switch.

Description

Explanation

User issues an APS clear switch (switchapsin Lnl Ln2 1) command while protection lineis active
and a switch occurs to the working line.

Thisis normal operation. An APS clear switch request causes the APS switching mechanism in the
BXM toinitialize. Thiswill cause a switch back to the working line if the working lineisin better
shape than the protection line. If the protection lineis not faulty, no switch will occur.

APS Switch Occurs even though APS Forced switch in effect.

Description

Explanation

A forced switch to protection lineis performed. LOS on protection line causes a switch back to
working line even though aforced switch isin progress

Signal Fail on Protection line has higher priority than Forced switch. Whenever the protection line
isin failure, there will be a switch to working line, even if the working line isfailed or thereisa
forced W->P in effect.

APS line is failing to switch

Description

Investigation

The user issues an APS forced or manual switch request but no switch occurs

This could be due to aforced, manual, or lockout switch being in progress and a clear switch is
required (switchapsin Ln1 Ln2 1). Need to issue an APS clear switch (switchapsin) to exit forced,
manual, or lockout switch state.

If running the ITUT APS standard protocol which does not report an Architecture Mismatch APS
alarm the problem could be that one end of the lineis bi-directional and the other is uni-directional.

Check that configuration is the same on both ends, specifically uni/bidirectional mode, 1:1/1+1
configuration.

A manual switch will not occur if the standby lineisin aarm.
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Large cell loss when performing a front card switchover

Description

A linewhichisconfigured for APS 1+1 line redundancy hasits active front card switched either due
to card failure, switchyred (switchcdred), or resetting the card. A loss of cellsis observed.

Investigation

Cell loss at card switchover is not due to faulty APS. It is aaresult of the card redundant switch
(YRED switch) and there will be up to 250ms worth of traffic disruption during BXM front card
switchovers.

APS service switch description

Description
What isan APS service switch? Does it work on APS 1:1 configurations?

Investigation

An APS service switch isonly applicable to APS 1+1 configuration. It allows the user to switch all
the APS lines on a card with a single switchapsin command with an “s’ option at the end of the
command. All APS lines on this card pair will be switched and made active on a single backcard
alowing the other backcard to be removed for service. IMPORTANT: Be sure that the associated
front card is active for the backcard which isto remain in the rack. You may have to perform a
switchcdred so that the backcard that the service switch switches to has its associated front card
active. A service switch isnot required in order to remove aBXM front card with APS 1+1 lineson
it. The card redundancy will handle the switch to the other card without affecting the lines.

APS line does not seem to switch and active line is in alarm

Description of problem

A major line alarm isindicated on the active line yet it remains active due to no APS switch to the
redundant line.

Initial Investigation
1 Verify that the configuration is correct (dspapsin, cnfapsin). See above configuration problems.

2 Usedspapsin to check the APSIine's status. The dspapsin display showsthe active and standby
line'salarm status. It also showsif there are any APSalarms. If the active line alarm status shows
OK but the standby line alarm status shows an alarm then a switch will not occur due to the
standby line alarm. Troubleshoot the standby line problem. If the standby line alarm status shows
OK bhut the active line alarm status shows an alarm then a switch should have occurred and there
isamore obscure problem. If thereis an APS alarm shown under Current APS alarms then this
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Work Around

could be the problem, see above section on APS Alarms. If APS 1+1 is configured, use dspcds
to check the status of the protection line’s card. If there is a problem with this card a switch may
not occur.

3 Verify the sequence of events by using dsplog and tracing the entries which contain information
about thisline or APS on thisline. If a switch was attempted and succeeded due to a Loss of
Signal, the message “APS Signal Fail switch from LN 1to LN 2" should be logged. If the switch
failed there will be a message such as“ Cannot do APS SigFail switchfrom LN 1to LN 2”.

Perform a clear switch on each end of the APS line (switchapsin 2.1 1). This may get both ends in
sync and clear up the problem.

A forced switch from working to protection may be performed (example: switchapsin 2.1 3).
WARNING: If the protection lineisin LOS and we force a switch to it, traffic will be lost.

If thelineisan APS 1+1 line, then the front cards are redundant and the user may try aswitchcdred
(switchyred) toinduce APS switching. This should normally have no affect on APS switching. APS
switching and card redundancy switching are independent.

The BXM card may be reset in combination with an APS clear switch either before of after the reset
at both ends of the APS line. Perform an APS clear switch on both on both ends of the line. Reset
the BXM cards (resetcd h).

BXM backcard LED green and yellow indications

Description

Explanation

Prior to an APS switch the active card LED is green and the standby card LED isyellow. After the
APS switch, both LEDs are green

The BXM backcard LED is meant to show whether the card is currently being used by at thistime.
Green means that thiscard isin use. Yellow meansthat the card is not in use and could be removed
for service. If the standby line's card’s LED is green it means that part of this card is being used at
thistime. This could happen due to the APS 1+1 cross over circuit where the working line’s front
card is active but the protection line itself is active. The working line's backcard is being used to
shunt traffic to the protection line's backcard.

BXM Port LED states

Scenario

For an APS 1+1 or APS 1:1 line pair, the port LEDS are the same color on working and protection
line.

9-38 Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Alarms

Explanation

Alarms

To switch software, the APS line pair isasingle logical line. Although required to send BXM
messages to both lines, these messageswill be the same message. Thus switch software cannot send
different LED statesto the BXM for the same APS line. The BXM firmware makes the protection
line LED state the same as the working line LED state.

What do APS Alarms Represent.

Description

Initial Investigation

The following sections describe APS alarm types

An APS aarm occursin dspalms and dspapsin.

APS alarms can be of two types. There are APS specific alarms and there are line alarms reported
by the standby line. The standby line alarm will be displayed in the dspapsin screen under “ Standby
LineAlarm Status’. If there are no other APS specific alarms, the standby line alarmswill also show
under “Current APS Alarm Status’. The meaning of the standby line alarms are the same as the
meaning of the active line alarms which are reported in the 0x55 Line Alarms command and are
discussed in other documentation. The APS specific alarms consist of seven alarmsin addition to
APS OK, and APS Deactivated, and Line Looped.

Some of the APS alarms reflect problems with the underlying APS channel protocol, the K1/K2
bytes. The K1 byte carries the request for a switch action on a specific channel to the remote end of
the line. The K2 byte indicates the status of the bridge in the APS switch and also carries mode
information.

® Remote Signl FAIL - A remote signal failure indicates that there is a problem with the far end
signalling information in the K1K2 bytes. There is a problem with the protection line's physical
layer. So, one has to disable APS and try to bring up the protection line asanormal lineand
diagnose the physical layer (by putting loopback etc.).

® Channel Mismatch - Can only happen in bidirectional mode and indicates that thereisa
problem with the underlying APS channel protocol. The receive K2 channel number does not
equal the transmit K1 channel number. There is a problem with the protection line's physical
layer. So, one has to disable APS and try to bring up the protection line asa normal line and
diagnose the physical layer (by putting loopback etc.).

® Prot Sw Byt FAIL - Protection Switch Byte failure or PSB. In bidirectional mode indicates that
thereisaninvalid K1 byte. Thereceive K1 request does not match the reverse request and isless
than the transmit K1 request. In all modes a PSB alarm indicates that K1/K 2 protocol is not
stable. There is a problem with the protection line's physical layer. So, one has to disable APS
and try to bring up the protection lineasanormal line and diagnose the physical layer (by putting
loopback etc.). Thisalarm will be seen if the local end of an APS working line or trunk is
connected directly to the remote end's protection line or trunk.

® APSCard Missing - Thisalarm is seen in APS 1+1 configurations when BXM firmware
determines that any BXM front or back card is missing. Check dspcds or look in the dsplog to
see which card associated with the APS lineis missing.
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FarEnd Prot FAIL - Far end protection failure indicates that the far end's protection lineis
failing. When thereis Signal Failure on the protection channel, the remote end sees Far End
Protection Fail. Thereisaproblem with the protection line’s physical layer. So, one hasto disable
APS and try to bring up the protection line as anormal line and diagnose the physical layer (by
putting loopback, etc).If the other end shows the “Architect Mismtch” APS aarm then the APS
standards could be different at each end. Use cnfcdaps or cnfapsin to check for this.

Architect Mismtch -Architecture mismatch indicates that one end of the APSlineis configured
for APS 1+1 and the other end is configured for APS 1.1 which will not work. If thelineis
configured for GR-253 standard operation an architecture mismatch can also mean that one end
is bi-directional and the other end is uni-directional (ITUT will not report this). Verify that the
APS architecture is configured the same on either end of the APS lines using the cnfapsin
command. This alarm will also be seen if the local end of an APS working line or trunk is
connected directly to the remote end's protection line or trunk. In this case one end of theline
usualy will have a*“Prot Sw Byt FAIL” alarm present. If the other end shows the “FarEnd Prot
FAIL” APS alarm then the APS standards could be different at each end. Use cnfcdaps or
cnfapsin to check for this.

Standard Mismatch - indicates that on thelocal end of an APS 1+1 configuration that one card
isrunning the ITUT standard and the redundant card is running the GR-253 standard. Use the
cnfcdaps command to check and change the standard.

Usr LineLoop - Thelineislooped. Usethe dellnlp command to clear theloop. Both working and
protection lines are looped when an APS line is looped.

APS Standby Line Alar ms are also shown as APS alarms unless there is a higher priority APS
alarm (those above) masking the standby line alarm. The APS standby alarms are the integrated
line alarmsreported by the standby linein the BXM Line Alarms message (0x55 ). If one of these
aarmsis shown, thereis a problem with the standby line. Trouble shoot the line using standard
line fault isolation procedures.

— Rmt Sec Trc Fall
— Rmt Path Trc Fai
— Path Yellow

— PathAIS

— Lossof Pointer

— Lossof Cdll

— Remote Framing
— Frame Sync Alarm
— Remote (YEL)

— AIS(BLU)

— Lossof Frm(RED)
— Lossof Sig(RED)
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CHAPTER 10

ATM and Frame Relay SVCs,
and SPVCs

Thischapter providesabrief overview of switched virtual circuits and soft permanent virtual circuits
with respect to the BPX switch and co-located Extended Services Processor. For additional
information, refer to the Cisco WAN Service Node Extended Services Processor Installation and
Operation Release 2.2 document.

This chapter contains the following:

® ATM and Frame Relay SVCs and SPVCs

® BPX Switch and ESP Interfaces

® Signaling Plane

® Network Interworking Between Frame Relay and ATM
® Extended Services Processor

® Network Management

® Resource Partitioning

ATM and Frame Relay SVCs and SPVCs

With aco-located Extended Services Processor (ESP), the BPX switch addsthe capability to support
ATM and Frame Relay switched virtual circuits (SV Cs) in addition to support for permanent virtual
circuits (PVCs) as shown in Figure 10-1.

The Private Network to Network Interface (PNNI) protocol is used to route SV Cs across the
network. PNNI provides a dynamic routing protocol which is responsive to changes in network
availability and will scale to large networks.

BPX switch resources, such as port VPl range and trunk bandwidth are partitioned between SV Cs
and PV Cs. Thisprovidesafirewall between thetwo types of connections so that any SV Csthat come
on-line and off-line do not affect the availability of existing PV C services.

The following connections are supported with Release 9.1:

® Frame Relay SV C connections between Frame Relay end users over an ATM network (Network
Interworking)

® ATM SVC connections between ATM end users
® SPVCs
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ATM and Frame Relay SVCs and SPVCs

The ESP provides the BPX switch with the ATM or Frame Relay signaling function. It interprets
industry-standard signaling messages from ATM or Frame Relay CPE to provide the call setup and
tear down for switched virtual circuits across the ATM network. In addition to SV C signaling, the
ESP aso performs PNNI routing, collects statistics, and processes alarms and billing records for
SV C connections through the BPX switch.

Figure 10-1 Wide Area Network with BPX Switch and ESP
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PVCs and SVCs

Both permanent virtual circuits and switched virtual circuits are defined by ATM and Frame Relay
standards groups.

PVCs
After being added to anetwork, permanent virtual circuits (PVCs) remain relatively static. The PVC
only allocates a physical circuit and consumes bandwidth when there is data to send. However, the
permanent virtual circuit remains in place, aways available for use, and is similar to a dedicated
private line in this respect.

SPVCs

Soft permanent virtual circuits (SPV Cs) are PV Cs which are routed using the Private
Network-Network Interface (PNNI) routing protocol. The “permanent” qualifier indicates that the
virtual connection is established administratively, through an operator’s command, rather than on
demand by signaling. A soft PV C is one where the establishment within the network is done by the
ESP signaling (in this case, PNNI signaling), just asit is done for Frame Relay and ATM switched
virtual circuits.

In the PNNI network, SPV C connections are established using the best available route. During a
network failure, SPV C connections could be rerouted and the newly selected path many not be the
optimal route. The ESP's SPV C feature provides for auto-grooming of SPVCs. Auto-groomingisa
background management process that evaluates SPV C connections; if a better path for the
connection is found, the SPVC will be released and rerouted to the optimized path.
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Refer to the Cisco WAN Service Node Extended Services Processor Installation and Operation for
Release 2.2 document for detailed information about SPVCs.

SVCs

A switched virtual circuit (SVC) only existswhen thereisdatato send and acalling process has been
initiated. With a switched virtua circuit, there must be some signaling mechanism to build a
connection each time the user (ATM or Frame Relay devicein this case) needsit. In addition, when
the call is disconnected, there must be a mechanism for the orderly disconnection of the call, and the
network’s resources must be relinquished. During a disconnect, the Cisco StrataCom network
sweeps through its connection tables and removes the connection.

ATM SVCsare ATM connections setup and maintained by a standardized signaling mechanism
between ATM CPE (ATM user end systems) across a Cisco StrataCom network. ATM SVCsare
created on user demand and removed when the call is over, thus freeing up network resources.

Frame Relay SV Cs are Frame Relay connections setup and maintained by a standardized signaling
mechanism between Frame Relay CPE (Frame Relay user end systems) across a Cisco StrataCom
network. Frame Relays SV Cs are created on user demand and removed when the call is over, thus
freeing up network resources.
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BPX Switch and ESP Interfaces

The BPX switch supports the UNI and NNI interfaces for SV C operations as described in the
following:

® UNI, that isthe User Network Interface, istheinterface for either ATM or Frame Relay customer

premise equi pment (CPE) to the BPX switch. The UNI isdefined as any interface between auser
device and an ATM network (that is, an ATM switch). The UNI defines the signaling method
which the CPE must use to request and setup SV Cs through the wide-area ATM network. In
addition, the UNI is used to send messages from the network to the CPE (that is, user device) on
the status of the circuit and rate control information to prevent network congestion.

For ATM SVCs, the UNI supports either the ATM Forum 3.0 or 3.1 signaling standards as well
astraditional ATM PV Cs. (Remember the BPX switch also supports high-speed ATM UNI
ports.)

For Frame Relay, the UNI supports Frame Relay Forum Frame Relay User-to-Network SVC
Implementation Agreement (FRF.4), which specifies the Frame Relay SV C signaling protocols.
BPX switch Frame Relay UNIs (FRSMs) also support traditional Frame Relay PV Cs.

Network-to-Network Interface (NNI). The NNI is the interface to other BPX switch or foreign
ATM Switches. The BPX switch supports Interim Inter-switch Protocol (11SP) 3.0 /3.1 or the
Private Network to Network Interface (PNNI). These NNI interfaces provide the switching and
routing functions between Cisco StrataCom wide-area networks and other networks. Information
passing acrossaNNI isrelated to circuit routing and status of the circuit in the adjacent network.
(Notethat NNI could refer to both a connection between a BPX switch with ESP, and a
connection between a BPX switch with ESP and a foreign switch.)

Interim Interswitch Protocol Routing

PNNI

Interim Interswitch Protocol (11SP) is an interim static routing protocol defined by the ATM Forum
toprovidebaseleve capability until the Private Network to Network Interface (PNNI) was specified.
The I1SP provides users with some level of multi-vendor switch interoperability based on the
existing ATM Forum UNI 3.1 specifications. |1SP assumes no exchange of routing information
between switching systems. It uses aafixed routing al gorithm with static routes. Routing isdone on
a hop-by-hop basis by making a best match of the destination addressin the call setup with address
entriesin the next hop routing table at a given switching system. Entriesin the next hop routing table
are configured by the user.

The Private Network to Network Interface standards essentially define two protocols:
® Topology

The Private Network to Network Interface (PNNI) defines a protocol for distributing topology
information between switches and clusters of switches. Thisinformation is used to compute
paths through the network. A key feature of the PNNI mechanismisits ability to automatically
configure itself in networks in which the address structure reflects the topol ogy. PNNI topology
and routing are based on the well-known link-state routing technique.

Signaling

PNNI also defines a second protocol for signaling, that is message flows used to establish
point-to-point connections across the ATM network. This protocol is based on the ATM Forum
UNI signaling, with mechanisms added to support source routing, crankback, and alternate
routing of call setup reguestsin case of connection setup failure.
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Signaling Plane

To support ATM and Frame Relay SV Cs, the BPX switches essentially overlay a signaling network
over atraditional (that is PV C-based) network. Thissignaling network, indicated by the dashed lines
in Figure 10-2, connects all of the BPX switches with ESP and extends to the CPE. The signaling
plane establishes and maintains SV Cs between the CPE, that is, end users, across a Cisco StrataCom
wide-area ATM network.

Figure 10-2 BPX Switch with ESP Network Signaling Plane
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The signaling plane is created out of two basic types of signaling channels:

® User to Network Interface (UNI) signaling channels.

® Network to Network Interface (NNI) signaling channels.

The signaling VCCs are normally configured during the provisioning of UNI ports and NNI trunks.

UNI Signaling Channel

Thereisan internal signaling VCC established between every UNI port on the BPX switch which
will support ATM or Frame Relay SV Csand the ESP in the BPX switch.There are two types of UNI
signaling channels supported by the BPX switch as shown in Figure 10-3.

® ATM UNI—For ATM CPE, these UNI VCCs extend from an ATM UNI port to the ESP. Thisis
either aone segment cross-connect between the BXM (or ASl) attached to the ATM CPE and the
BXM attached to the ESP within the BPX switch, or atwo segment VVCC from the MGX 8220
AUSM port connected to ATM CPE and the BXM attached to the ESP within the BPX switch.
(Notethat VPI 0 and VCI 5 arereserved onthe ATM UNI port for ATM SV C signaling channels.
ThelLMI signaling channel will use VPI 0 and VCI 16, and the PNNI signaling channel will use
VPl 0and VCI 18.)

® Frame Relay UNI—For Frame Relay CPE, there will always be atwo segment V CC between the
MGX 8220 FRSM port connected to the ATM CPE and the BXM attached to the ESP within the
BPX switch. (Note that DLCI O isreserved on the Frame Relay UNI port for Frame Relay SVC
signaling channels.)
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Figure 10-3 UNI Signaling Channels
WAN Service Node
i ESP
i ATM
i NIC
3 Local VPIVCI
Remote VPIVCI | | BXM
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3 i ASC BNM BXM
Remote o
Frame Relay CPE — ERSM
DLCI=0 o
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(VPIO,VCIB) 1
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NNI Signaling Channel

Thereisalso asignaling channel established between each adjacent pair of BPX switches. ThisNNI
signaling channel shown in Figure 10-4 is configured for either 11SP or PNNI protocol. During [1SP
configuration, one side of the NNI signaling connection is configured as the user side and aweight
isassigned. In the figure, the direct line between the ATN NICsindicatesalogical connection; the

User-to-Network
Interface (UNI)

physical connection is configured through BPX switch 1 and BPX switch 2.
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Network Interworking Between Frame Relay and ATM

Figure 10-4 ESP Signaling PVC
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Network Interworking Between Frame Relay and ATM

Because the BPX switchisan ATM switch, Frame Relay SV Csthat are setup and established across
the Cisco StrataCom network must be trandlated into an ATM format to be carried across the
network. At thefar end, where typically the connection isterminated on another Frame Relay CPE,
the ATM cellswill have to be converted back to Frame Relay format. Thisisreferred to as Network
Interworking. Network Interworking can be performed between Frame Relay CPE and ATM CPE
when the ATM CPE recognizesthat it isconnected to an interworking function (Frame Relay, inthis
case). The ATM CPE must then exercise the appropriate service specific convergence sublayer
(SSCS). The SSCSwill then convert the ATM cellsto Frame Relay traffic.

In this release of the BPX switch with ESP, all Frame Relay SV C connections must be between
Frame Relay CPE (that is, Frame Relay end users) or ATM CPE that is aware that it is performing
Network Interworking, and all ATM SV C connections must be between ATM CPE (that isATM end
users). In other words, Service Interworking between ATM and Frame Relay SV Csis not supported
inthisrelease. (ATM and Frame Relay Service Interworking for PV Csis supported by the BPX
switch.)
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Extended Services Processor
The Extended Services Processor (ESP) isan adjunct processor shelf integrated into the BPX switch.
The basic ESP features include:
® 140 MIPS CPU, with a 143Mhz clock
® 128 Megabytes of memory
® 4 Gigabyte hard disk

Availablein either AC- or DC-powered models (ESP-AC or ESP-DC), the ESP isan orderable
option for the BPX switch. The ESP can be configured in both non-redundant and redundant
configurations. For the redundant configuration, two ESPs are installed in the BPX switch.

ESP Interfaces
The ESP uses three main physical interfaces, as shown in Figure 10-5:

® Terminal port for the direct connection of aterminal, such asaVT-100, to provide access for
local configuration and to act as a console.

® 10Base-T Ethernet port for connection to the Cisco WAN Manager Workstation and to the BPX
switch. Telnet or X TERM sessions can be established through the Ethernet port, and perform the
same functions as can be performed with a directly connected terminal.

® ATM Network Interface Card (ATM NIC) for connection to the BPX switch. The ATM NIC
istypically connected to aBPX switch BXM card using OC-3 multimode fiber connection with
SC connectors. There are optional cableswith built-in optical attenuation that allow BXM single
mode fiber (SMF) backcards to be connected to the ESP ATM NIC.

Figure 10-5 ESP Physical Interfaces

WAN Service Node

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

i ESP |

i ATM !

3 Ethernet NIC A/B 3

— | i

w ay

4 : 10BaseT hub MMF | 4
SV+ ! I I 3 Terminal

| LAN !

| ASC BCC BXM 3

| BNM (— BXM }

' | MGXx 8220 BPX 8620 |
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Extended Services Processor

The ESP also provides the following application interfaces:
® SNMP to configure and monitor the ESP.

® TFTP (trivid file transfer protocol) for uploading statistics, Call Detail Records (CDRs), and
downloading configuration files and new software releases and revisions.

® Telnet for accessing the ESP remotely, such as from the Cisco WAN Manager Workstation.

Stand-Alone ESP

A single ESP controlling a WAN Service Node, such asis shown in Figure 10-5, operatesin the
StandAlone mode. In the StandAlone mode there is no redundancy for afailed ESP. During the
initial installation of a ESP, it can be configured as either Primary or Secondary but must be
configured to operate in StandAlone mode.

When a second ESP is added to a single ESP operating in StandAlone mode, you must change the
operating mode of a StandAlone ESP to Active or Standby mode.

Redundant ESPs

As shown in Figure 10-6, ESPs can be installed in redundant pairsin the WAN Service Node. In a
redundant pair, one ESP is active, that isit controlsthe switched servicesin the WAN Service Node,
and the other ESP is standby. The redundant ESPs are known as peers. The ESPs will switch roles
from active to standby and vice versa under the following conditions:

® Controlled switchover invoked from the active ESP Configuration Interface.

® The active ESP detects amajor service affecting failure, such asa BPX switch polling failure or
an ATM NIC card failure, and relinquishes the active role, by going Out of Service.

® The standby ESP detects that the inter-ESP paths have failed and assumes the active role.

Note During aswitchover, all SV C connections will be torn down and the ATM or Frame Relay
CPE will have to initiate another SV C call to reestablish them. During a switchover, all SPVC calls
when be released, but when the standby ESP becomes active, it will reestablish the SPVCs.

Each ESP determinesits role by means of Role Resolution protocol, which exchanges messages
between the two units at startup. Both the active ESP and the standby ESP monitor its role and
connectivity, and if appropriate, automatically switchover (that is, switch roles from active to Out of
Service and from standby to active) with the peer ESP.

The redundant ESPs need to synchronize their database so that when the active ESP has gone out of
service, the standby unit can take over and resume the service. There are two types of update
mechanisms for synchronizing ESP databases. These are the bulk and real-time updates. The bulk
update is used to synchronize a standby ESP with an active unit whenever it isrestarted. The

real -time updates are those messages that are exchanged after ESPs are synchronized and while both
the active and standby ESPs are communi cating.
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Figure 10-6 ESP Redundant Pair
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WAN Service Node

Y-Cable Redundancy

The WAN Service Node provides another form of ESP redundancy protection through the use of
Y-cables. With Y-cables, the ESP ATM NIC can be connected to two BXM cards or two BXM ports,
as shown in Figure 10-7. This prevents the failure of a BXM card or port from disabling the ESP.

Figure 10-7 ESP Y-Cable Redundancy
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Network Management

Other Redundancy Options

Figure 10-7 illustrates only a single ESP-to-BXM redundancy option. There are four ESP-to-BXM
redundancy options possible:

1 A single ESP with a Y-cable to redundant BXMs.

2 Two ESPs (aredundant pair), each attached to a single port on asingle BXM.

3 Two ESPs (aredundant pair), each attached to a single port on two separate (redundant) BXMs.
4

Two ESPs (aredundant pair), each attached to different ports with Y-cables on two separate
(redundant) BXMs.

Y-cables are for connecting the ESP's ATM Network Interface Card to redundant BXMs. They do
not necessarily indicate that the ESP is connected in the redundant pair configuration (that is, an
active and standby ESP). The Cisco WAN Service Node Extended Services Processor Installation
and Operation document contains further information about ESP 'Y cables.

Network Management

As shown in Figure 10-5, the BPX switch can have an Ethernet LAN connection to a Cisco WAN
Manager Workstation. Cisco WAN Manager discovers and monitors the ESP similarly to the way it
does an MGX 8220 interface shelf. Cisco WAN Manager discovers the existence of the ESP when
itisadded to the BPX switch with theaddshelf command. After discovery, the ESPwill be displayed
on the Cisco WAN Manager topology map as a shelf attached to the BPX switch.

Cisco WAN Manager manages the BPX switch by providing:
® Telnet access to the ESP Configuration Interface.
® Configuration backup and restore.

® |mage download allows the user to select an ESP from the topology map and then select Image
Download from a pull-down menu. A dialog screen displays the list of available imagefilesand
prompts the user to select afile. The selected fileis sent to the ESP.

Resource Partitioning

During provisioning, resources on al UNI ports (both ATM and Frame Relay) are partitioned
between SV Csand PV Cs. Partitioning is performed using the BPX switch and MGX 8220 command
lineinterfaces. This partitioning information isretrieved from the BPX switch by reading itsport and
trunk tables and from the MGX 8220 by reading the resource partitioning tables in the AUSM and
FRSM MIBs.

The BPX switch line and routing or feeder trunk resources to be partitioned are:
¢ LCNrange

® VP range

®  Port Queues

® Egress Queue pool size

® Bandwidth

MGX 8220 Feeder Trunk (BXM/BNI) resources to be partitioned are:

¢ LCN range

® Bandwidth

ATM and Frame Relay SVCs, and SPVCs 10-11
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MGX 8220 AUSM port resources to be partitioned are:
® LCNrange

® VP range

MGX 8220 FRSM port resources to be partitioned are:
® LCNrange

® DLClI range
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CHAPTER 11s

BXM VSIs

This chapter provides a brief description of the BXM Virtual Switch Interfaces (V SIs) and some of
the new features with Release 9.2. Refer to Cisco WAN Switching Command Reference for further
details. Refer to 9.2 Release Notes for supported features.

The chapter contains the following:

® Virtual Switch Interfaces

® VSl Master and Slaves

® Classof Service (COS) Templates

Virtual Switch Interfaces

Virtual Switch Interfaces (V Sls) allow anodeto be controlled by multiple controllerssuchasMPLS,
PNNI, and so on. These control planes can be external or interna to the switch. In thisrelease, two
VS| controllersin different control planes can independently control the switch with no
communication between controllers. The controllers are essential ly unaware of the existence of other
control planes sharing the switch. Thisis possible because different control planes used different
partitions of the switch resources.

When avirtual switch interface (V Sl) isactivated on aport, trunk, or virtual trunk for use by amaster
controller, such as a PNNI controller, or aMPLS Controller, the resources of the virtual interface
associated with the port, trunk or virtual trunk are made available to the VSI.

VSI Controller

A VS controller, such as an MPLS controller, is added to a BPX switch by using the addshelf
command with the VSl option. Inthe MPL S case, the routing protocol such as OSPF, usesthe Label
Distribution Protocol (LDP) to set up MPLS virtual connections (V Cs) on the switch.

Virtual Interfaces

The BXM has 31 virtual interfaces that provide a number of resources including gbin buffering
capability. Onevirtua interfaceisassigned to each logical trunk (physical or virtual) when the trunk
isenabled. (See Figure 11-1.)

Each virtual interface has 16 gbins assigned to it. Qbins 0-9 are used for Autoroute and 10-15 are
available for use by aVVSl enabled on the virtua interface. (In Release 9.1, only gbin 10 was used.)
The gbins 10-15 support class of service (CoS) templates on the BPX.
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VSI Master and Slaves

A virtual switch interface may be enabled on a port, trunk, or virtual trunk. The virtual switch
interface is assigned the resources of the associated virtual interface.

With virtual trunking, a physical trunk can comprise anumber of logical trunks called virtual trunks,
and each of these virtual trunksisassigned the resources of one of the 31 virtual interfacesonaBXM
(see Figure 11-1).

Figure 11-1 BXM Virtual Interfaces and Qbins

Virtual trunk 4.1.1
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Port 7
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VI_31 1 ]
16 7

Slot 4

VSI Master and Slaves

A controller application uses a VSl master to control one or more VS| slaves. For the BPX, the
controller application and Master VSl reside in an external 7200 or 7500 series router and the VSl
daves are resident in BXM cards on the BPX node (see Figure 11-2).

The controller sets up the following types of connections:
® Control virtual connections (VCs)

— Master to Slave

— Slaveto Slave
® User Connection

— User connection (that is, cross-connect)
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Figure 11-2 VSI, Controller and Slave VSls
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The controller establishes alink between the VSl master and every VS| slave on the associated
switch. The slavesin turn establish links between each other (see Figure 11-3).

Figure 11-3 VSI Master and VSI Slave Example

MPLS controller
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i Application :

Switch ! i
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Slave | 7 .
Slave -

--------------- = Interslave connection

With anumber of switches connected together, there are links between switcheswith cross connects
established within the switch as shown in Figure 11-4.
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Figure 11-4 Cross Connects and Links between Switches
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Partitioning
The V SIs need to partition the resources between competing controllers, Autoroute, Tag, and PNNI

for example. Partitioning is done with the cnfr src command.

Note Inthisrelease, you can configure partition resources between Automatic Routing
Management PV Cs and two V SI controllers (LSC or PNNI). See “Multiple Partitions” later in this

section.

Prior to thisrelease, just one controller (of aparticular type) was supported, although you could have
different types of controllers splitting up a partition’s assets.
The resources that need to be configured for a partition are shown in Table 11-1 for a partition

designated ifci, which stands for interface controller 1 in thisinstance. The three parameters that
need to be distributed are the number of logical connections (Icns), bandwidth (bw), and virtual path

ids (vpi).

Table 11-1 ifci Parameters (Virtual Switch Interface)
ifci parameters Min Max

lens min_lcnsi max_lcnsi
bw min_bwi max_bwi
vpi min_vpi max_Vvpi
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The controller is supplied with alogical |cn connection number, that is slot, port, etc., information
that is converted to alogical connection number (Icn).

Some ranges of values available for a partition are listed in Table 11-2:

Table 11-2 Partition Criteria
Range
trunks 1-4095 VPI range
ports 1-4095 VPI range
virtual trunk only one VP! available per virtual trunk since avirtual trunk is currently

delineated by a specific VP

virtual trunk each virtual trunk can either be Autoroute or VSI, not both

When atrunk is added, the entire bandwidth is allocated to Autoroute. To change the alocation in
order to provide resources for avsi, the cnfrsrc command is used on the BPX switch. A view of the
resource partitioning available is shown in Figure 11-5.

Figure 11-5 Graphical View of Resource Partitioning, Autoroute and VSI
0 4095
P ‘ i Icns
AutoRoute Icns VSl Iens
0 VSI starting VPI 4095
VPIs
AutoRoute VPIs VSI VPIs
0 Line rate
Port bw
AutoRoute bw VSI bw E

Multiple Partitioning

In this release, you can configure partition resources between Automatic Routing Management

PV Csand two VS| controllers (LSC or PNNI). Two VS| controllersin different control planes can
independently control the switch with no communication between controllers. The controllers are
essentially unaware of the existence of other control planes sharing the switch. Thisis possible
because different control planes used different partitions of the switch resources.
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You can add one or more redundant L SC controllers to one partition, and one or more redundant
PNNI controllers to the other partition. In this release, two new templates have been added for
interfaces with multiple partitions controlled simultaneously by a PNNI controller and an LSC.

The master redundancy feature allows multiple controllersto control the same partition. Inamultiple
partition environment, master redundancy is independently supported on each partition.

These limitations apply to multiple VSI partitioning:

® Only one or two partitions are supported.

® Resources cannot be redistributed amongst different VSI partitions.

® Theresources that are allocated to a partition are: LCNS, Bandwidth and VPI range.

® Resources are also alocated to AutoRoute. The resources allocated to AutoRoute can be freed
from AutoRoute and then allocated to VSI.

® No multiple partitionson Virtua Trunks. A Virtual Trunk ismanaged by either AutoRoute or by
asingle VSl partition.

Only one controller can be added to aBPX interface. Different controllers must be added to different
switch interfaces.

For moreinformation on multipleV Sl partitioning, seethe chapter on“V SI Commands’ inthe Cisco
WAN Switching Command Reference, Release 9.2.30.
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Class of Service Templates

Class of Service Templates (COS Templates) provide a means of mapping a set of standard
connection protocol parametersto “extended” platform specific parameters. Full QoS implies that
each VC is served through one of a number of Class of Service buffers (gbins) which are
differentiated by their QoS characterigtics.

When you activate an interface with an uptrk or upport command, a default service template is
automatically assigned to that interface. The corresponding gbin templates are simultaneously set up
in the BXM’s data structure.

Functional Description

The service class template provides a means of mapping a set of extended parameters, which are
generally platform specific, based on the set of standard ATM parameters passed to the VS| slave
during connection setup.

A set of servicetemplatesisstored in each switch (for example, BPX) and downloaded to the service
modules (for example, BXMs) as needed.

The service templates contains two classes of data. One class consists of parameters necessary to
establish aconnection (that is, per V C) and includes entries such as UPC actions, various bandwidth-
related items, per V C thresholds, and so on. The second class of dataitemsincludes those necessary
to configure the associated class of service buffers (gbins) that provide QoS support.

The general types of parameters passed from a VS| Master to a Slave include:
® A servicetypeidentifier

® QOS parameters (CLR, CTD, CDV)

® Bandwidth parameters (for example PCR, MCR)

® Other ATM Forum Traffic Management 4.0 parameters

Each VC added by a VS|l master is assigned to a specific service class by means of a 32-bit service
typeidentifier. Current identifiers are for:

® ATM Forum service types
® Autoroute
® MPLS Switching

When aconnection setup request isreceived from the VS| master in the Label Switch Controller, the
VSl dave (in the BXM, for example) uses the service type identifier to index into a Service Class
Templ ate database contai ning extended parameter settingsfor connections matching that index. The
slave uses these values to compl ete the connection setup and program the hardware.

One of the parameters specified for each service typeisthe particular BXM class of service buffer
(gbin) to use. The gbin buffers provide separation of service type to match the QoS requirements.

Service templates on the BPX are maintained by the BCC and are downloaded to the BXM cards as
part of the card configuration process asaresult of card activation, rebuild, or switchover. In Release
9.2 the templates are non-configurable.

There are three service types of templates, and the user can assign any one of the templatesto a
virtual switch interface. (See Figure 11-6.)
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Figure 11-6
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Structure

When the upport or uptrk command is used to activate an interface on the BXM card, the default
service template, which is MPLS1, is assigned to the interface. This service template has an
indentifier of “1". The service template assigned to an interface can be changed with the cnfvsiif
command. This can be done only when there are no active VS| connections on the BXM. The

Service Template Overview

Qbin 15

Qbin databases per VC database !

Template values on BXM
initialized via ComBus
messages at card bring up

24917

VvC
decriptor
templates

CoS buffer
descriptor
templates

Master SCT copies on BXM

templates can be displayed with the dspvsiif command.

Each template table row includes an entry that defines the gbin to be used for that class of service
(seeFigure 11-7). This mapping defines arel ationship between the template and the interface gbin’s

configuration.

A gbin template defines adefault configuration for the set of gbinsfor the logical interface. When a
template assignment is made to an interface, the corresponding default gbin configuration becomes
the interface’s gbin configuration. Some of the parameters of the interface’s gbin configuration can
be changed on a per-interface basis. Such changes affect only that interface’s gbin configuration and
no others, and do not affect the gbin templates.
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Structure

Qbin templates are used only with gbins that are available to VS| partitions, namely gbins 10
through 15. Qbins 10 through 15 are used by the VS| on interfaces configured astrunks or ports. The
rest of the gbins (0-9) are reserved for and configured by Autoroute.

Figure 11-7 Service Template and Associated Qbin Selection
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Downloading Service Templates
Service templates are downloaded to a card (BXM) under the following conditions:

® addy-red card
® onaBCC (control card) switchover
® when acard has active interfaces and is reset (Hardware reset)

® onaBCC (control card) rebuild

Assignment of a Service Template to an Interface

A default service template is assigned to alogical interface (V1) when the interface is upped via
upport/uptrk.

For example:

® uptrk 1.1

® uptrk 1.1.1 (virtual trunk)
® upport 1.1

This default template has the identifier of 1. Users can change the service template from service
template 1 to another service template using the cnfvsiif command.

Thecnfvsiif command isused to assign a selected service templateto an interface (V1) by specifying
the template number. It has the following syntax:

cnfvsiif <glot.port.vtrk> <tmplt_id>
For example:

® cnfvsif 1.12

® cnfvsif 1.1.12

The dspvsiif command is used to display the type of service template assigned to an interface (V).
It has the following syntax:

dspvsiif <dlot.port.vtrk>
® dspvsiif 1.1
® dspvsiif 1.1.1

Card Qbin Configuration

When an interface (V1) is activated by uptrk or upport, the default service templateis assigned to
the interface (V1). The corresponding gbin template is then copied into the card’'s (BXM) data
structure of that interface. A user can change some of the gbin parameters using the cnfgbin
command. Thegbinisnow “user configured” asopposed to “template configured”. Thisinformation
may be viewed on the dspgbin screen.

Qbin Dependencies

The available gbin parameters are shown in Table 11-3. Notice that the gbins available for VSI are
restricted to gbins 10-15 for that interface. All 31 possible virtual interfaces are each provided with
16 ghins.
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Table 11-3 Service Template Qbn Parameters

Template Object Name

Template Units

Template Range/Values

QBIN Number lenumeration 0-15 (10-15 valid for VSI)
Max QBIN Threshold U sec 1-2000000
QBIN CLP High Threshold % of max Qbin threshold 0-100
QBIN CLP Low Threshold % of max Qbin threshold 0- 100
EFCI Threshold % of max Qbin threshold 0- 100
Discard Selection enumeration L - CLP Hystersis
2 - Frame Discard

. ) . . 0: Disable

\Weighted Fair Queueing enable/disable - Enable

Additional service template commands are:

dspsct: Thiscommand is used to display the template number assigned to an interface. The
command has three levels of operation:

— dspsct  {With no arguments, lists all the service templates resident in the node.

— dspsct <tmplt_id> {Listsall the Service Classes in the template.

— dspsct <tmplt_id> {SC listsall the parameters of that Service Class.

dspgbintmt: Displaysthe gbin

templates.

— cnfgbin  {Configuresthe gbin. The user can answer yes when prompted and the command
will used the card gbin values from the gbin templates.

— dspgbin {Displays gbin parameters currently configured for the virtual interface.

— dspvsipartinfo { Displays some V Sl resources for atrunk and partition.

— dspcd {Display the card configuration.

Extended Services Types Support

The service-type parameter for a connection is specified in the connection bandwidth information
parameter group. The service-type and service-category parameters determinethe service classto be

used from the service template.

Connection Admission Control

When a connection request is received by the VS| Slave, it isfirst subjected to a Connection
Admission Control (CAC) process before being forwarded to the FW layer responsible for actually

programming the connection. The connection is granted based on the following criteria:

LCNs availablein the VSI parti
® Qhin

® SeviceClass

QoS guarantees

® max CLR

tion
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®* max CTD
®* max CDV

When the VS| dave accepts (that is, after CAC) a connection setup command from the VS| master
inthe MPLS Controller, it receives information about the connection including service type,
bandwidth parameters, and QoS parameters. Thisinformation is used to determine an index into the
VI's selected Service Template's VC Descriptor table thereby establishing access to the associated
extended parameter set stored in the table.

Note Service templates used for egress traffic are described here. Ingress traffic is managed
differently and a preassigned ingress service template containing CoS Buffer linksis used.
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Supported Service Types

The service type identifier is a 32-bit number. In thisrelease, there are three service types: VS
Specia Type, ATMF Types, and MPL S types, as shown in Table 11-4.

Table 11-4 Service Category Listing
Service Type Associated
Template Type Identifiers Service Types Qbin
VS| Special Types 0x0000 Null -
0x0001 Default 13
0x0002 Signaling 10
ATMF Types 0x0100 CBR.1 10
0x0101 VBR.1-RT 11
0x0102 VBR.2-RT 11
0x0103 VBR.3-RT 11
0x0104 VBR.1-nRT 12
0x0105 VBR.2-nRT 12
0x0106 VBR.3-nRT 12
0x0107 UBR.1 13
0x0108 UBR.2 13
0x0109 ABR 14
0x010A CBR.2 10
0x010B CBR.3 10
MPLS Types 0x0200 label cos0, per-class service 10
0x0201 label cosl, per-class service 11
0x0202 label cos2, per-class service 12
0x0203 label cos3, per-class service 13
0x0204 label cos4, per-class service 10
0x0205 label cosb, per-class service 11
0x0206 label cosB, per-class service 12
0x0207 label cos?, per-class service 13
0x0210 label ABR, (Tag w/ ABR flow control) 14
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VC Descriptors

A summary of the parameters associated with each of the servicetemplatesisprovidedin Table 11-5
through Table 11-8. Table 11-9 provides a description of these parameters and a so the range of
values that may be configured if the template does not assign an arbitrary value.

Table 11-5 lists the parameters associated with Default (0x0001) and Signaling (0x0002) service
template categories.

Table 11-5 VSI Special Service Types
VSI Default  VSI Signalling
Parameter (0x0001) (0x0002)
QBIN Number 10 15
UPC Enable 0 *
UPC CLP Selection 0 *
Policing Action (GCRA #1) 0 *
Policing Action (GCRA #2) 0 *
PCR - 300 kbps
MCR - 300 kbps
SCR - -
ICR - -
MBS - -
CoS Min BW 0 *
CoS Max BW 0 *
Scaling Class 3 3
CAC Treatment ID 1 1
VC Max Threshold Q_max/4 *
VC CLPhi Threshold 75 *
VC CLPIo Threshold 30 *
VC EPD Threshold 90 *
VC EFCI Threshold 60 *
VC Discard Selection 0 *
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Table 11-6 and Table 11-7 lists the parameters associated with the PNNI service templates.

Table 11-6 ATM Forum Service Types, CBR, UBR, and ABR
Parameter CBR.1 CBR.2 CBR.3 UBR.1 UBR.2 ABR
QBIN Number 10 10 10 13 13 14
UPC Enable 1 1 1 1 1 1
UPC CLP Selection * * * * * *
Policing Action (GCRA #1) * * * * * *
Policing Action (GCRA #2) * * * * * *
PCR
MCR - - - * * *
SCR - - - 50 50 *
ICR - - - - - *
MBS - - - - - *
CoS Min BW 0 0 0 0 0 0
CoS Max BW 100 100 100 100 100 100
Scaling Class * * * * * *
CAC Treatment ID * * * * * *
VC Max Threshold * * * * * *
VC CLPhi Threshold * * * * * *
VC CLPlo Threshold * * * * * *
VC EPD Threshold * * * * * *
VC EFCI Threshold * * * * * *
VC Discard Selection * * * * * *
VSVD/FCES - - - - - *
ADTF - - - - - 500
RDF - - - - - 16
RIF - - - - - 16
NRM - - - - - 32
TRM - - - - - 0
CDF 16
TBE - - - - - 167772
15
FRTT - - - - - *
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Table 11-7 ATM Forum VBR Service Types

Parameter VBRrt.1 VBRrt.2 VBRrt.3 VBRnrt.1 VBRnrt.2 VBRnrt.3
QBIN Number 11 11 11 12 12 12
UPC Enable 1 1 1 1 1 1
UPC CLP Selection * * * * * *
Policing Action (GCRA #1) * * * * * *
Policing Action (GCRA #2) * * * * * *
PCR

MCR * * * * * *
SCR * * * * * *
ICR - - - - - -
MBS * * * * * *
CoSMin BW 0 0 0 0 0 0
CoS Max BW 100 100 100 100 100 100
Scaling Class * * * * * *
CAC Treatment ID * o * * * *
VC Max Threshold * * * * * *
VC CLPhi Threshold * * * * * *
VC CLPlo Threshold * * * * * *
VC EPD Threshold * * * * * *
VC EFCI Threshold * * * * * *
VC Discard Selection * * * * * *

* indicates not applicable
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Table 11-8 lists the connection parameters and their default values for label switching service
templates.

Table 11-8 MPLS Service Types

Parameter CoS0/4 CoS1/5 CoS 2/6 CoS 3/7 Tag-ABR
Qbin # 10 11 12 13 14
UPC Enable 0 0 0 0 0

UPC CLP Selection 0 0 0 0 0
Policing Action (GCRA #1) 0 0 0 0 0
Policing Action (GCRA#2) 0 0 0 0 0

PCR - - - - cr/10
MCR - - - - 0

SCR - - - - P_max
ICR - - - - 100
MBS - - - - -

CoS Min BW 0 0 0 0 0

CoS Max BW 0 0 0 0 100
Scaling Class 3 3 2 1 2
CAC Treatment 1 1 1 1 1

VC Max Q max/4 Q max/4 Q max/4 Q _max/4  cr/200ms
VC CLPhi 75 75 75 75 75

VC CLPIo 30 30 30 30 30

VC EPD 90 90 90 90 90
VC EFCI 60 60 60 60 30
VC Discard Selection 0 0 0 0

VSVD/FCES - - - -

ADTF - - - - 500
RDF - - - - 16
RIF - - - - 16
NRM - - - - 32
TRM - - - - 0

CDF - - - - 16
TBE - - - - 16777215
FRTT - - - - 0
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VC Descriptor Parameters

11-18

Table 11-9 describes the connection parameters that are listed in the preceding tables and also lists

the range of values that may be configured, if not pre-configured.

Every service class does not include all parameters listed in Table 11-9 below. For example, a CBR

service type have fewer parameters than an ABR service type.

Table 11-9

Connection Parameter Descriptions and Ranges

Object Name

Range/Values

Template Units

QBIN Number 10- 15 gbin #
Scaling Class 0-3 lenumeration
CDVT 0 - 5M (5 sec) lsecs
MBS 1-5M cells
ICR MCR - PCR cells
MCR 50-LR cells
SCR MCR - LineRate cells
0 - Disable GCRASs
1 - Enabled GCRAS .
UPC Enable b - Enable GCRA #1 lenumeration
3 - Enable GCRA #2
0- Bk 1: CLP (0+1)
Bk 2: CLP (0)
. 1-Bk 1: CLP(0+1) .
UPC CLP Selection Bk 2: CLP (0+1) lenumeration
2 - Bk 1: CLP (0+1)
Bk 2: Disabled
0 - Discard
.. . 1 - Set CLP bit
z%“m ng Action (GCRA 2 - Set CLP of lenumeration
untagged cells,
disc. tag'd cells
0 - Discard
.. . 1 - Set CLP bit
zg)“m ng Action (GCRA 2 - Set CLP of enumeration
untagged cells,
disc. tag'd cells
VC Max cells
CLPLo 0- 100 %V c Max
CLP Hi 0 - 100 %6V c Max
EFCI 0 - 100 %V ¢ Max
\VC Discard Threshold 0 - CLP Hysteresis enumeration
Selection 1-EPD
0: None
VSVD 1: VSVD lenumeration
2: VSVD w / external Segment
Reduced Format ADTF 0-7 lenumeration
Reduced Format Rate .
Decrease Factor (RRDF) 1-15 enumeration
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Table 11-9 Connection Parameter Descriptions and Ranges (Continued)
Object Name Range/Values Template Units
Reduced Format Rate .

Increase Factor (RRIF) L-15 enumeration

Reduced Format Time

Between Fwd RM cells 0-7 enumeration

(RTrm)

Cut-Off Number of RM

Cells (CRM) 1 - 4095 cells
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Qbin Default Settings

The gbin default settings are shown in Table 11-10. The Service Class Template default settings for
Label Switch Controllers and PNNI controllers are shown in Table 11-11

11-20

Note: Templates 2, 4, 6, and 8 add support for policing on PPD.

Table 11-10 Qbin Default Settings

Max Qbin

Threshold Discard
QBIN (usec) CLP High CLP Low/EPD | EFCI Selection
LABEL
Template 1
10 (Null, Default, 300,000 100% 95% 100% EPD
Signalling, Tag0,4)
11 (Tagl,5) 300,000 100% 95% 100% EPD
12 (Tag2,6) 300,000 100% 95% 100% EPD
13 (Tag3,7) 300,000 100% 95% 100% EPD
14 (Tag Abr) 300,000 100% 95% 6% EPD
15 (Tag unused) 300,000 100% 95% 100% EPD
PNNI
Templates 2 (with policing) and 3
10 (Null, Default, CBR) 4200 80% 60% 100% CLP
11 (VbrRt) 53000 80% 60% 100% EPD
12 (VbrNrt) 53000 80% 60% 100% EPD
13 (Ubr) 105000 80% 60% 100% EPD
14 (Abr) 105000 80% 60% 20% EPD
15 (Unused) 105000 80% 60% 100% EPD
Full Support for ATMF and reduced support for Tag CoS without Tag-Abr
Templates 4 (with policing) and 5
10 (Teg 0,4,1,5, Default, 300,000 100% 95% 100% EPD
UBR, Tag-Abr")
11 (VbrRt) 53000 80% 60% 100% EPD
12 (VbrNrt) 53000 80% 60% 100% EPD
13 (Tag 2,6,3,7) 300,000 100% 95% 100% EPD
14 (Abr) 105000 80% 60% 20% EPD
15 (Cbr) 4200 80% 60% 100% CLP
Full Support for Tag ABR and ATMF without Tag CoS
Templates 6 (with policing) and 7
10 (Teg 0,4,1,5,2,6,3,7 300,000 100% 95% 100% EPD
Default, UBR)
11 (VbrRt) 53000 80% 60% 100% EPD
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Table 11-10 Qbin Default Settings
Max Qbin
Threshold Discard
QBIN (usec) CLP High CLP Low/EPD | EFCI Selection
12 (VbrNrt) 53000 80% 60% 100% EPD
13 (Tag-Abr) 300,000 100% 95% 6% EPD
14 (Abr) 105000 80% 60% 20% EPD
15 (Cbr) 4200 80% 60% 100% CLP
Full Support for Tag CoS and reduced support for ATMF
Templates 8 (with policing) and 9
10 (Cbr, Vbr-rt) 4200 80% 60% 100% CLP
11 (Vbr-nrt, Abr) 53000 80% 60% 20% EPD
12 (Ubr, Tag 0,4) 300,000 100% 95% 100% EPD
13 (Tag 1, 5, Tag-Abr) 300,000 100% 95% 6% EPD
14 (Tag 2,6) 300,000 100% 95% 100% EPD
15(Tag 3, 7) 300,000 100% 95% 100% EPD
Table 11-11 Service Class Template Default Settiings
PARAMETER WITH
DEFAULT SETTING LABEL PNNI
MCR Tag0-7: N/A Abr: 0%
TagAbr: 0% of PCR
AALDS5 Frame Base Traffic EPD Hystersis
Control (Discard Selection)
CDVT(0+1) 250,000 250,000
VSVD Tag0-7: N/A Abr: None
TagAbr: None
SCR Tag0-7: N/A Vbr: 100%
TagAbr: 0 Abr: 0
MBS Tag0-7: N/A Vbr: 1000
TagAbr: 0
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Table 11-11 Service Class Template Default Settiings

PARAMETER WITH
DEFAULT SETTING LABEL

PNNI

Policing Policing Disable

VbrRt1:

GCRA_1 2, CLPO1_CLPO1,
DISCARD on both policing
action

VbrRt2:

GCRA_1 2,

CLPO1_CLPO, DISCARD on
both palicing action

VbrRt3:

GCRA_1 2,

CLPO1_CLPO, CLP
DISCARD for 1st palicier and
CLP for 2nd policier

VbrNRt1:
same as VbrRtl

VbrNRt2:
same as VbrRt2

VbrNRt3:
same as VbrRt3

Ubrl:
GCRA 1
CLPO1, Discard

Ubr2:

GCRA_1 2

CLPO1 DISCARD on
policer 1.

CLPO1 TAG on policer 2

Abr:
same as ubrl

Cbrl:
same as ubrl

Cbr2:

GCRA_1 2
CLPO1_CLPO, Discard on
both policing action

Cbr3:

GCRA_1 2

CLPO1_CLPO, CLPUNTAG
for policier 1 and CLP for
policier 2

ICR Tag0-7: N/A
TagAbr: NCR

Abr: 0%

ADTF Tag0-7: N/A
TagAbr: 500 msec

Abr: 1000 msec
(ATM forum it's 500)

Trm Tag0-7: N/A
TagAbr: 0

Abr: 100
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Table 11-11 Service Class Template Default Settiings
PARAMETER WITH
DEFAULT SETTING LABEL PNNI
VC Qdepth 61440 10,000
160 - cbr
1280 - vbr
CLPHi 100 80
CLPLo/EPD 40 35
EFCI TagABR: 20 20 (not valid for non-ABR)
RIF Tag0-7: N/A Abr: 16
TagAbr: 16
RDF Tag0-7: N/A Abr: 16
TagAbr: 16
Nrm Tag0-7: N/A Abr: 32
TagAbr: 32
FRTT Tag0-7: N/A Abr: 0
TagAbr: 0
TBE Tag0-7: N/A Abr: 16,777,215
TagAbr: 16,777,215
IBS N/A N/A
CAC Treatment LCN vbr: CAC4
Ubr:LCN
Abr: MIN BW
Cbr: CAC4
Scaling Class UBR - Scaled 1st Vbr: VBR -Scaled 3rd
Ubr: UBR - Scaled 1st
Abr: ABR - Scaled 2nd
Chbr: CBR - Scaled 4th
CDF 16 16
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CHAPTER 12

BME Multicasting

This chapter contains an overview of multicasting and a description of the BME card used on the
BPX switch for multicasting for PV Cs.

This chapter contains the following:
® Introduction

® Standards

® Multicasting Benefits

® Multicasting Overview

® Connection Management Criteria
® Connection Management with Cisco WAN Manager
® BME Operation

® Alarms

® Hot Standby Backup

® Configuration

® Connection Diagnostics

® Listof Terms

® Related Documents

® Configuration Management

Introduction

The BME provides multicast services in the BPX switch. It isused in conjunction with a two-port
OC-12 backcard.

Multicasting point-to-multipoint services meets the demands of users requiring virtua circuit
replication of data (frame relay and ATM) performed within the network. Some examples of
functions benefiting from multicasting are:

® Retail — point-of-sale updates
® Router topology updates
® Desktop multimedia

® Video conferencing
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Standards

Standards

Video distribution, such as, IP multicast video networks to the desktop
Remote learning

Medical imaging

UNI 3.1 Multicast Server
UNI 4.0 Leaf Initiated Joins and rel ated standards

Multicasting Benefits

Multicasting point-to-multipoint connections benefits include:

Decreased delay in receiving data

Near simultaneous reception of data by all leaves

Multicasting Overview

BME Features:

The BME is atwo-port OC-12 card

Supports up to 1000 multicast groups

Supports up to 8064 connections, at 4032 per port. It can support the following combinations:
— 1000 roots with 8 leaves in each multicast group

— 100 roots with 80 leaves in each multicast group

— 2 roots with 4000 leaves in each multicast group

— or any other such combination.

Supports CBR, UBR, VBR, and ATFR connections

Hot standby

BME Requirements

Firmware of type BMEMK, where K is the model number for BME.
uplnisused to bring up line 1 and line 2.
upport is used to bring up port1 and port 2, respectively.
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BME Restrictions

® BMEs can function in the following two BPX node configurations:
— BCC-4sand BXMsonly
— BCC-3 control cards and legacy cards only, including BNIsand ASls

® VC frame mergeis not currently supported

Address Criteria
® TheVPI of amulticast connection indicates the multicast group to which it belong.

® TheVPI.VCI assigned to amulticast connection is unique for that card.
® |f the VCI =0 for amulticast connection, this indicates a root connection.
® |f the VCI isnot = 0 for amulticast connection, thisindicates aleaf connection.

® |f theroot connection of agiven multicast group isadded to port 1 of the two port card, then the
leaves belonging to that multicast group must be added to port 2, and vice versa.

For example, if 12.1.50.0 is added on port 1, then the leaves should be 12.2.50.50, 12.2.50.100,
12.2.50.101 etc. Similarly, if aroot 12.2.60.0 is added on port 2, then the leaves should be
12.1.60.101, 12.1.60.175, etc.

Connection Management Criteria

Root connections and leaf connections can be added in any order:
® Addroot first and then leaves

® Add leavesfirst and then root

® Add root in between adding leaves.

Root and leaf connections can be deleted in any order.

Root can be deleted and replaced with a new root.

Connection Management with Cisco WAN Manager

® Cisco Cisco WAN Manager management includes the following functions:
® Connection filtering by multicast type (root/leaf)

® Multicast connection addition, deletion, and modification

® Multicast view of multicast group of a selected connection

® No multicast specific statistics support

® No service MIB support
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BME Operation

BME Operation

Cables are connected between port 1 and port 2 of the backcard, transmit to receive and receive to
transmit.

Note Removing the physical loopback cables or placing line 1 or 2 into loopback will prevent the
cells from the root reaching the leaves.

BME Cell Replication

Figure 12-1 shows a BME with a single root input multicasting with 3 leaves. The root connection
can beadded at aBPX switch (BPX switch A) distant from wherethetrafficisreplicated by theBME
card (BPX switch F) and routed through anumber of BPX nodes. Similarly, the leaves can be routed
from the multicasting node through a number of nodes before reaching their destination.

Figure 12-1 Replication of a Root Connection into Three Leaves
BPX Switch E BPX Switch G | ,* leaf3
I"
4
4
4
’l
‘ .
4
BPX -
root BPX Switch A Switch E BPX Switch D

1 H peepececececcbocccccccaaaa-- ez p------- R -- leaf1

BPX Switch B AR

»

BPX Switch C [«

11735

*\ leaf 2
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Cell Replication Stats

As an example of how traffic appears on the BME, if thereis oneroot at port 1 with two |eaves at
port 2, and traffic is passed on the root at 500 cells/sec, then one should see an egress port stat of
1000 cell/sec on port 1 and an ingress port stat of 1000 cells/sec on port 2, as shown in Figure 12-2.

Figure 12-2 Example of Traffic, OneRoot andTwo Leaves

root 500 cells/sec >» ——
1000 cells/sec ---------

BME

Adding Connections

—————————— ' < leaf 1
500 cells/sec

< leaf 2
500 cells/sec

11734

Figure 12-3 shows two multicasting groups. For purposes of the illustration only afew leaves are
shown for each connection. However, as described previously, each multicasting group could contain
up to 8064 connections. Also, in this example, the two connections with aVVCl of 0 each definea
multicasting root connection. Their VPl defines a broadcasting group. For example, one group is
defined by 2.1.70.0, where the VCI of zero definesthe root connection to aBME, and the VPI of 70
defines agroup. All the leaves in that group are of the form 2.2.70.x. The other group is defined by
2.2.80.0, where the VCI of zero defines the root connection to aBME, and the VPI of 80 definesa
group. All the leaves in that group are of the form 2.1.80.x.

Group 2.1.70.x Action Command

a bpx switch_F, add inputtoroot  addcon 2.1.70.0 bpx switch_A 1.1.80.100 ¢ 500 * * *

a bpx switch_F, add leaf 1 addcon 2.2.70.101 bpx switch_D 6.1.100.50 ¢ 500 * * *
at bpx switch_F, add leaf 2 addcon 2.2.70.100 bpx switch_C 4.3.50.60 ¢ 500 * * *

a bpx switch_F, add leaf 3 addcon 2.2.70.102 bpx switch_G 3.4.55.75 ¢ 500 * * *
Group 2.2.80.x

at bpx switch_F, addinputtoroot  addcon 2.2.80.0 bpx switch_B 10.1.233.400 v 4000 * * *
a bpx switch_F, add leaf 1 addcon 2.1.80.201 bpx switch_E 13.1.78.900 v 4000 * * *

a bpx switch_F, add leaf 2

addcon 2.1.80.100 bpx switch_E 14.1.100.40v 4000 * * *
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Figure 12-3 Adding Multicasting Connections

13.1.78.900+,

(leaf 1)
14.1.100.40 +_ ", . 3.455.75
(leaf 2) AN ',' (leaf 3)

AN BPX Switch G e

BPX Switch A BPX Switch D

D.D., celecccccnccafecccncccccccccncncarSEkeccactoccafeccncncnadan 6.1.100.50

1.1.80.100 (leaf 1)
(root)

i BPX Switch C .

{ H }» 101233400 *\ 4.3.50.60

(root) (leaf 2)
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Multi-Segment Multicast Connections

Figure 12-4 shows an example of a multi-segment multicast connection where aleaf connection
from one BME can become aroot connection for another BME. This capability allows the usersto
configure multi-segment multicast tree topologies.

Figure 12-4 Multi-Segment Multicast Connections
,~~ Leaves ,~~ Leaves ,~~ Leaves
w o w o w 7
00 ||z ‘ : g : ’
om m oM
—)
root root root

12140

BPX switch 1 BPX switch 2 BPX switch 3

Multicast Statistics

Channel statisticsare availablefor leaf connections onthe BME end. However, channel statisticsare
not available for the root connection on the BME end.

For the example in Figure 12-5:
® dspchstats 12.1.50.75 on BPX switch 1 (available)
® dspchstats 5.1.75.0 on BPX switch 2 (not available)
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Alarms

Policing

Alarms

OAM cells

® dspchstats 5.2.75.40 on BPX switch 2 (available)
® dspchstats 11.9.123.432 on BPX switch 3 (available)

Figure 12-5 Statistics Collection
5.1.75.0
12.1.50.75
— 1 [] i
2 - -
= 0 U HE
BPX Switch 1 BPX Switch 2

leaf
5.2.75.40

Policing is supported on al leaf connections on the BME end.

All policing types available on the BXM are available on the BME leaves.

BPX Switch 3

No policing functionality is available on the root connection on the BME end.

OAM cells coming into the root are multicast into the leaves along with data, as shown in

Figure 12-6.

Figure 12-6

L]

OAM Cells

1 [

root

L L

BPX Switch 1

w
DE
om

OAM cells

OAM cells

BPX Switch 2

11.9.123.432

12141

BPX Switch 3

12142
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Hot Standby Backup

AIS cells

AIS cells are automatically generated on the |eaves, as shown in Figure 12-7, when:

® Thereisaloss of signal (LOS) on the far end of the root

® Thereisatrunk failure

® When the root connection is downed using the dncon command.

Figure 12-7 Alarms

LOS or
root down
D D — — Trunk
failure
\Z )(

root

BPX Switch 1

Hot Standby Backup

1.
] E
o -

BPX Switch 2

AIS cells

AIS cells

BPX Switch 3

BME cards can be set up to provide hot standby backup. Both cards are set up with port 1 connected
to port 2 on the same card to provide the multicasting connection, transmit to receive and receive to
transmit. Thereis no Y-cabling connection between the cards, and they do not have to be adjacent to

each other.

The addyred command is used to enable hot standby backup between the cards. The addyred
command must be used before any connections are added to the active card. The command will be
rejected if used after connections have been added to the active card.
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Configuration

If the multicast tree has a large number of leaf connections, for example, 3000, then the cnfportq
command should be used to configure the Qbin threshold to be greater than needed for half the
number of leaves so as to assure that the multicast group will have no discards. The Qbin default
depth is about 1200 cells.

Qi n exampl e using cnfportq comand:

j 4b VT Super User ~ BPX 15 9.2 Nov. 24 1998 16:59 PST
Port: 3.2 [ACTIVE ]

I nterface: LM BXM

Type: NNI

Speed: 1412830 (cps)

SVC Queue Pool Size: 0

CBR Queue Dept h: 1200

CBR Queue CLP Hi gh Threshol d: 80%
CBR Queue CLP Low Threshold: 60%

CBR Queue EFClI Threshol d: 80%

VBR Queue Dept h: 10000 UBR/ ABR Queue Dept h: 40000
VBR Queue CLP High Threshol d: 80% UBR/ ABR Queue CLP Hi gh Threshold: 80%
VBR Queue CLP Low Threshold: 60% UBR/ ABR Queue CLP Low Threshol d: 60%
VBR Queue EFCI Threshol d: 80% UBR/ ABR Queue EFCI Threshol d: 30%

This Command: cnfportq 3.2
SVC Queue Pool Size [0]:
Virtual Terminal CD

Connection Diagnostics

® tstconseg and tsdelay commands may be used to troubleshoot a leaf connection both from the
BME end point as well as on the other end point.

® tstconseg isavailable on the root connection only on the non-BME end point.
® tstconseg is not supported from the BME end of the root connection.

® tstdelay isnot supported on root connections.

List of Terms
BME

The card used in the BPX switch to provide multicasting.

Related Documents
® Cisco WAN Switching Command Reference Manual

Configuration Management
The BPX switch must be initially installed, configured, and connected to a network.

Following this, multi-casting connections can be added to the BPX switch.
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CHAPTER 13

Frame Relay to ATM Network
and Service Interworking

Thischapter describes Frame Relay to ATM interworking. Frame Relay to ATM Interworking allows
usersto retain their existing Frame Relay services, and as their needs expand, migrate to the higher
bandwidth capabilities provided by BPX switch ATM networks.

This chapter contains the following:

® Service Interworking

® Networking Interworking

® ATM Protocol Stack

® AIT/BTM Interworking and the ATM Protocol Stack
® AIT/BTM Control Mapping, Frames and Cells

® Management, OAM Cdlls

® Functional Description

® Management

Frame Relay to ATM Interworking enables frame relay traffic to be connected across high-speed
ATM trunks using ATM standard Network and Service Interworking (see Figure 13-1 and
Figure 13-2).

Two types of Frame Relay to ATM interworking are supported, Network Interworking and Service
Interworking. The Network I nterworking function is performed by the BTM card on the IGX switch.
The FRSM card on the MGX 8220 supports both Network and Service Interworking. See

Figure 13-3 for some examples of ATM to Frame Relay Interworking.
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Figure 13-1 Frame Relay to ATM Network Interworking

Part A

Network interworking connection from CPE Frame Relay port
to CPE Frame Relay port across an ATM Network with the
interworking function performed by both ends of the network.

Fram Fr Inter- Inter- F F
ame ame working working rame rame
Relay Relay . . Relay Relay
—— CPE function | ATM network |  function CPE
B-ISDN B-ISDN
FR-SSCS FR-SSCS
Part B
Network interworking connection from CPE Frame Relay port
to CPE ATM port across an ATM network, where the network
performs an interworking function only at the Frame Relay end
of the network. The CPE receiving and transmitting ATM cells at
its ATM port is responsible for exercising the applicable service
specific convergence sublayer, in this case, (FR-SSCS).
Int CPE
Frame Frame wgrlfirn exercises | Frame
Relay Relay functi g ATM | appropriate | Relay
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B-ISDN B-ISDN
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Figure 13-2 Frame Relay to ATM Service Interworking
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Service Interworking

Figure 13-3 Frame Relay to ATM Interworking Examples with BTM Card on IGX Switch

\ IGXto BPX }
| Frame l
! Relay IPX BPX CPE !
i FRM BTM BNI ASI !
F lay IGX to f lay 1GX 3
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: Relay IGX IGX FrRly
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! FRM shelf |
; FRP ;
3 BPX CPE :
! BXM BXM !
' IGX to IGX - BPX cloud) to BPX The BTM- BNI trunks are always CGW/BXM
Frame
3 Relay IPX BPX CPE 3
' FRM i
i BNI ASI l
3 Frame :
! Relay IGX BPX MGX8220 l
1 shelf 1
! FRM BTM !
3 BXM BXM :
S5239xmod

BTM Interworking Examples

Service Interworking

In Service Interworking, for example, for aconnection between an ATM port and aframerelay port,
unlike Network Interworking, the ATM device does not need to be aware that it is connected to an
interworking function. The ATM device uses a standard service specific convergence sublayer,
instead of using the Frame Relay FR-SSCS (see Figure 13-4).

Theframerelay service user doesnot implement any ATM specific procedures, and the ATM service
user does not need to provide any frame relay specific functions. All trandational (mapping
functions) are performed by the intermediate IWF. The ATM endpoints may be any ATM UNI/NNI
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Networking Interworking

interface supported by the MGX 8220, e.g., BXM, ASI, AUSM. Translation between the Frame

Relay and ATM protocolsis performed in accordance with RFC 1490 and RFC 1483.

Frame Relay to ATM Service Interworking Detail

Figure 13-4
Bocre  , BPX
Upper ASI BNI
layers
CPCS
SAR
ATM ATM ATM
Physical Physical Physical
ATM T3/E3
ATM T3/E3
(feeder trunk)
ATM NW

Frame Relay CPE connected to B-ISDN CPE

Networking Interworking

In Network Interworking, in most cases, the source and destination ports are frame relay ports, and

MGX 8220 B - CPE
BNM AUSM Upper
layers
CPCS
SAR
ATM ATM ATM
ATM T3/E3 Physical —{ Physical Physical
(feeder trunk)
ATM T1/E1
MGX 8220
BNM / \FRSM FR CPE
RFC 1483 |RFC 1490 };ggfsf
Null SSCS| Q.922 Q.922
AAL-5
ATM ATM
Physical — Physical | Physical Physical
Frame Relay

Narrowband NW

S5236xmod

the interworking function is performed at both ends of the connection as shown in Part A of

Figure 13-5.

If aframerelay port is connected across an ATM network to an ATM device, network interworking
requiresthat the ATM devicerecognizethat it isconnected to an interworking function (framerelay,
in this case). The ATM device must then exercise the appropriate service specific convergence

sublayer (SSCS), in this case the frame relay service specific convergence sublayer (FR-SSCS) as

shown in Part B of Figure 13-5.
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Networking Interworking

Figure 13-5 Frame Relay to ATM NW Interworking Detail
IGX BPX IGX shelf
FRM BUS BTM BTM BUS FRM
- — BXM__ BXM — —
Frame Frame | FR-SSCS FR-SSCS | Frame Frame
Relay Relay CPCS CPCS Relay Relay
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Q.922 ATM T3/E3 Q.922
Physical feeder trunk FrRly -
ysica IGX shelf Physical
FR CPE FR CPE
MGX 8220 shelf
FRSM
BNM FR CPE
Qne IPX must be a s_helf for an ATM EFR-SSCS Upper
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Part A. Network interworking, Frame Relay CPEs connected across an ATM network
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Part B. Network interworking, Frame Relay CPE connected to B-ISDN CPE across an ATM network
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Networking Interworking

The framerelay to ATM networking interworking function is available as follows:

® |GX switch framerelay (shelf/feeder) to IGX switch frame relay (either routing node or
shelf/feeder).

® MGX 8220 frame relay to MGX 8220 frame relay.
® MGX 8220 frame relay to IGX switch frame relay (either routing node or shelf/feeder).

® |GX switch framerelay (either routing node or shelf/feeder) to BPX switch or MGX 8220 ATM
port.

® MGX 8220 frame relay to BPX switch or MGX 8220 ATM port.

Onthe IGX switch, interworking is performed by the BTM card. A simplified example of the
connection pathsisshown in Figure 13-6. Ininterworking, the BTM card receives FastPackets from
the FRM, rebuilds the frames, and converts between framesand ATM cells. Dataisremoved from
one package and placed in the other. Congestion information from the header is mapped to the new
package. This processing by the BTM trunk card is called Complex Gateway. BTM trunk cards are
required on every BPX switch to IGX switch hop in a Frame Relay to ATM connection’s path.

Figure 13-6 ATF Connections, Simplified Example

CISCO WAN MANAGER

Some typical ATF connection paths shown:

Frame |GXShelf BPX Hub
Frame Relay Crosspt
Rel T1 — T1
elay (T1) Router (T1) FRM switch
" (pve2) ATM L]
3
(pve3) BTM | (T3/E3 | [BXM| BXM|| ATM Frame
Feeder (T3/E3 | MGX | Relay (T1)
trunk Feeder 8220 | (pvc2)
trunk
BPX IGX
Crosspt
ATM switch ATM FRMI| (pvel) Router
Frame (T3/E3/ (T3/E3/ Frame
Relay (T1) "o 1.963 |lgxw| [Bxmll_0cC-3 ATM | |BTM Relay (T1)
(pvel) (T3/E3
(pvc3d)
S5241

The cells within the frame are expected to possess the standard ATM Access I nterface cell header.
The traffic is assumed to have AAL-5 PDUs, and will not function properly otherwise (framing
errors will result). Within the AAL-5 PDUs, the data must be packaged in standard frame relay
frames, one frame per PDU (with respect to the AAL-5 layer).

The UPC and ForeSight algorithms are applied according to their configured values. The cell
headers are converted into the proprietary Cisco WAN switching STI format before entering the
network. The cells are delivered to their destination according to the configured route of the
connection. Cells can be lost due to congestion.
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ATM Protocol Stack

Discard selection is based upon the standard CLP hit in the cells. When the routing path enters an
IGX switch, aBTM card which supports Interworking traffic is required to convert the connection
datafrom cellsto frames (frames to fastpackets out onto MuxBusto FRP/cell busto FRM), and visa
versa. Additionally, the AAL-5 framing is removed upon conversion to frames, and added upon
conversion to cells. At the destination (FRM), FastPackets are placed in the port queue and, when a
complete frame has been assembled, the frame is played out the remote port in the original format
(as provided in the frames delivered inside AAL-5 PDUs).

For each connection, only asingledici can be played out for al traffic exiting the port, and isinserted
into the frame headers. The standard LAPD framing format is played out the port on the FRM.

At the FRM card, several additional protocol mappings take place. First, the Interworking Unit acts
as a pseudo endpoint for the purposes of ATM for all constructs which have no direct mapping into
Frame Relay, such asloopbacksand FERF indications. Thus, end-to-end loopback OAM cellswhich
ingressto FRM cards from the network are returned to the ATM network without allowing them to
proceed into the Frame Relay network, which has no equival ent message construct. Further, AlS and
supervisory cells and FastPackets (from the Frame Relay direction) are converted into their
counterparts within the other network.

ATM Protocol Stack

A general view of the ATM protocol layerswith respect to the Open Systems | nterconnection model
isshownin Figure 13-7. Inthisexample, alarge frame might beinput into thetop of the stacks. Each
layer performs a specific function before passing it to the layer below. A protocol data unit (PDU) is
the name of the data passed down from one layer to another and is the Service Data Unit (SDU) of
the layer below it. For Frame Relay to ATM interworking, a specific convergent sublayer, Frame
Relay Service Specific Convergent Sublayer, FR-SSCSis defined. Thisisalso referred to asFR-CS,
in shortened notation.

Figure 13-7 ATM Layers

AMRRRTRRRN NRRR,

AE N NN NSNS NSNS S NN\

Higher layer functions
Service specific, e.g., FR-SSCS
AALs Convergence sublayer | "ottt
(CS) Common part convergence
(ATM sublayer CPCS
adaptation [ | U
layers) SAR Segmentation and reassembly
Cell header insert/extract
ATM layer Cell multiplexing/demultiplexing
VPI/VCI addressing and translation
Generic flow control
Physical TC Transmission convergence
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, o
layer PM Physical medium %
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BTM Interworking and the ATM Protocol Stack

ATM to Frame Relay interworking (ATF) performs various tasks including the following:

® Conversion of PDUs between the frame relay and ATM virtual circuits of the frame relay and
ATM user devices.

® Conversion between frame relay traffic service and ATM quality of service parameters.
® Mapping of management status, including connection, port, line, and trunk status and events.

Figure 13-8 depicts the function of the protocol stack layersin the interworking between ATM and
Frame Relay PDUs. Interworking by the BTM card in the IGX switch includes the following
functions:

® Translating the ATM pvcidentifier (vpi.vci) totheframerelay pvcidentifier (dici) and vice versa.

® Mapping the Protocol Data Unit (PDU), which is essentially the data, between the Frame Relay
Service Specific Convergence Sublayer (FR-SSCS) and the Frame Relay Q.922 core protocol,
and vice versa.

® OnthelGX switch, Incoming Frames are converted to FastPackets by the FRM card. The
FastPackets are then routed to the FRM card viathe IGX switch bus and converted back into
Frame Relay Q.922 framesby the BTM card. The BTM card interworking function executesfour
layers to convert the Frame PDU to ATM cells:

— FRCSlayer (Frame Relay Service Specific Convergence Sublayer, FRSSCS, or FRCSfor in
shortened notation) which uses a PDU format identical to the Q.922 core (without CRC-16
or flags).

— CPCSlayer (Common Part Convergence Sublayer) which appends a CS-PDU trailer to the
FR-PDU to create a CS-PDU.

— Segmentation and Reassembly layer (SAR) which segments the CS-PDU (Protocol Data
Unit) into SAR-PDUSs (48 byte data entities).

— ATM layer which attaches an ATM header to each SAR-PDU to create an ATM-SDU
(Service Data Unit). The same process is performed in the reverse order by the AIT card
when transforming cells to frames.
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Figure 13-8 Protocol Stack Operation
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BTM Control Mapping, Frames and Cells

In addition to performing DL CI to PV C/V CC conversion, the network interworking feature provided
by the BTM in the IGX switch maps cell loss priority, congestion information, and management
information between frame relay and ATM formats as follows:

CELL LOSS PRIORITY, Frame Relay to ATM Direction

Each frame relay to ATM network interworking connection can be configured as one of the
following DE to CL P mapping choices:

® TheDE hitintheframerelay frameismapped to the CLP bit of every ATM cell generated by the
segmentation process.

The following 2 choices are not available on IGX switch NIW (network interworking):
® CLPisawaysO.
® CLPisawaysl.

CELL LOSS PRIORITY, ATM to Frame Relay Direction

Each frame relay to ATM network interworking connection can be configured as one of the
following CLP to DE mapping choices:

® |f one or more ATM cells belonging to aframe hasits CLP field set, the DE field of the frame
relay frame will be set.

The following choice is not available:

® Choosing no mapping from CLPto DE.

CONGESTION INDICATION, Frame Relay to ATM direction
® EFClisawayssettoO.

CONGESTION INDICATION, ATM to Frame Relay Direction

® |fthe EFCI fieldinthelast ATM cell of a segmented frameis set, then FECN of the frame relay
frame will be set.

For PVC Status Management

The AIT/BTM does convert OAM cells to OAM fastpackets, and vice-versa, including the AIS
OAM. Also, “Abit” status is now propagated via software messaging.

The ATM layer and framerelay PV C Status M anagement can operateindependently. The PV C status
from the ATM layer will be used when determining the status of the FR PV Cs. However, no direct
actions of mapping LMI Abit to OAM AIS will be performed.

13-10 Cisco BPX 8600 Series Reference, Release 9.2, October 1999, Part No. 78-6325-04



Management, OAM Cells

Management, OAM Cells

OAM cell processing:

® F5 OAM loopback

* AIS

®* FERF

® Cisco WAN switching Internal OAM

Functional Description

ATF Summary

Features
® Interworking: ATM to Frame Relay connections

® Connection Statistics

® Round Trip Delay measurements incorporated into the ForeSight algorithm

® Frame Based GCRA (FGCRA). Thisis an enhancement of the Generic Cell Rate Algorithm
® |BS(Initia Burst Size)

® cnfportg: 3 egress port queues are configurable CBR, VBR and VBR w/Foresight. (Queue Bin
numbers and algorithm types are NOT user selectable.)

® BCM (Backward Congestion Messages)

® |LMI and associated configuration options and statistics

® | oopback functions: tstdly, tstconseg, addr mtlp, addloclp
® Sdftest/ Background tests

®* OAM flows: AlS, FERF, OAM loopback

® ASI/2 E3 support

® End-to-end status updates (per FR/ATM interworking)

® Annex G and associated configuration options and statistics

® ASl-1asaclock sourceis supported.

Limitations

® Priority Bumping isnot supported acrosstheinterface shelves, but is supported acrosstherouting
network.

® Statistical Line Alarms per Software Functional Specification (that is, Bellcore standards).

® Programmable Opti Class: although 4 connection classes are supported: CBR, VBR, VBR with
Foresight, ATF, and ATF with ForeSight. Configuration of egress port queues and BNI trunk
queues for these connection classesis available.

® Port loopback tstport
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® Test tstcon not supported at BPX switch endpoints; it is supported at IPX switch endpoints
® Gateway terminated inter-domain connections

® Viaconnections through IPX switch

Some ATF Connection Criteria

ATF connections are allowed between any combination of ATM and Frame Relay UNI and NNI
ports. Virtual circuit connections are allowed. Virtual path connections are not.

ATF connections can be mastered by the IGX switch or BPX switch end.
ATF bundled connections and ATF point-to-point connections are not supported.

ATF connections use the frame relay trunk queues:. bursty data A for non-ForeSight, bursty data B
for ForeSight.

Bandwidth related parameters are defined using cells per second (cps) on the BPX switch and bits
per second (bps) on the IGX switch. On a given endpoint node, the bandwidth parms for both ends
of the ATF connection are changed/displayed using this end’s units. This savesthe user from having
to convert from cpsto bps repeatedly.

ATF connections use the VBR egress queue on the ASI-1 card. ATF with ForeSight connections use
the ABR egress queue.

Connection Management
The following user commands are used to provision and modify ATF connections:

® addcon
® cnfcls
® cnfcon
® delcon
® dspcls
® dspcon

® dspcons

Port Management
The following features are added to the ASI-1 at the port level:

® AnASI-1 card can be configured to use the network-network interface (NNI) addressing format.
Thisfeatureisonly available on aper-card level. Changing one port to or from NNI changesthe
other one with appropriate warnings to the user.

® |LMI activation/configuration/statistics
® LMI Annex G activation/configuration/statistics
® Port egress queue configuration

® Backward congestion management
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Structure
® NNI

The NNI format supports a 12-bit VPI. Abit status changes are passed to the remote end of the
connection.

¢ |ILMI

The ILMI MIB and protocol was implemented in release 7.2. The additional support in consists of
an activation and configuration interface, collection of statistics, and end-to-end status updates.

® LMIAnnex G

The LMI Annex G protocol was implemented in release 7.2. The additional support consists of an
activation and configuration interface, collection of statistics, and end-to-end status updates.

® Port egress queue configuration

Each of the pre-defined A SI-1 port egress queues can be configured by the user. These queues consist
of CBR, VBR, and VBR with ForeSight (ABR). The configurable parameters are queue depth,
EFCN threshold, and CLP thresholds.

® Backward congestion management

Backward congestion management cells indicate congestion across the UNI or NNI. Transmission
of these cellsisenabled on aper-port basis. Software allows BCM to be configured on aUNI or NNI
port for maximum flexibility should BCM over UNI be standards-defined.

The following user commands are used to configure ASI-1 port features:
® cnfport

® cnfportq

Channel Statistics

Statistics are supported on a per-channel basis. A range of traffic and error statistics are available.
ASI-1 channel statistics are enabled by StrataView+ or by the BPX switch control terminal using the
existing statistics mechanism. The existing collection intervals apply.

Channel statistics of the following general types are supported:

® Cellsreceived/transmitted, dropped, tagged as non-compliant or congested

® Ceéll erors

® AAL-5frame counts, errors

The following user commands are used to configure and display channel statistics:
® clrchstats

® cnfchstats

® dspchstats

® dspchstatenf

® dspchstathist
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OAM Cell Support

Diagnostics

User Commands

OAM cells are detected and transmitted by the ASI-1 firmware. System software displays alarm
indications detected by the firmware. Additionally, loopbacks between the ATM-UNI and the
ATM-CPE can be established. ForeSight round-trip delay cells are generated by firmware upon
software request.

System software deals with the following OAM cell flows:
® End-to-End AlS/IFERF—software displays on a per-connection basis.

® Externa segment loopbacks—software initiates loopback of ATM-CPE via user command. The
SAR creates the loopback OAM cell. External loopback cells received from the ATM-CPE are
processed by the SAR.

® |nterna ForeSight round trip delay—software commands the ASI-1 to measure the RTD
excluding trunk queueing delay on each ForeSight connection. Software displays the resullt.

® |nternal loopback round trip delay—software commands the ASI-1 to measure the RTD
including trunk queueing delay on each ForeSight connection. Software displays the result.

® |nterna Remote Endpoint Status—these cells are generated by one end of a connection due to
remote network connection failure (Abit = 0). The other end ASI-1 detects these cellsand reports
the connection status to software, which displaysit.

The following user commands are associated with OAM cell status changes:
® dspalms

® dspcon

® dspport

® tstconseg

® tstdly

L oopbacks

® | ocal loopbacks loop data back to the local ATM-TE, viathe local BPX switch. Remote
|oopbacks loop data back to the local ATM-TE, via the whole connection route up to and
including the remote terminating card.

® | oca and remote connection loopbacks, and local port loopbacks, are destructive.

Card Tests

® The generic card selftest mechanism on the BPX switch is modified to include the ASI-1 card.
Connection Tests

® Thetstcon command is not supported. The tstdly command is used for connection continuity
testing. ASI-1 tstdly is non-destructive, as compared with the IPX switch tstdly.

The following user commands are associated with diagnostics changes:
® addloclp
® addrmtlp
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cnftstparm
dellp
dspalms
dspcd
dspcds
tstdly

Virtual Circuit Features
The following virtual circuit features are supported by the ASI-1:

User Commands

Connection Groups

Connection groupsare supported for ASI-1 and BXM ATM Band interworking connection types,
allowing termination of up to 5000 (grouped) virtual circuits per BPX switch. The connection
grouping feature currently available on framerelay connectionsisexpanded toinclude ASI-1and
BXM ATM and interworking connections.

FGCRA

Frame-Based Generic Cell Rate Algorithmisan ASI-1 firmware feature that controls admission
of cellsto the network. It is configurable on a per-connection basis. It isa Cisco WAN switching
enhancement of the ATM-UNI standard Generic Cell Rate Algorithm. System software allows
configuration of FGCRA on a per-connection basis.

IBS

Initial Burst Size isan ATM bandwidth parameter that is used by firmware to allow short initial
bursts, similar to the Cmax mechanism on the IGX switch. It is configurable on a per-connection
basis

Full VPI/VCI addressing range

The entire range of VPI and VCI on both UNI and NNI interfaces is supported. For ATM-UNI,
8 hits of VPI and 16 hits of VCI are supported. For ATM-NNI, 12 bits of VPI and 16 bits of VCI
are supported. In either case, VPC connections only pass through the lower 12 bits of the VCI
field.

Connection Classes

ATM and interworking connection classes are defined with appropriate bandwidth parameter
defaults. These classes only apply at addcon time. They are templates to ease the user’s task of
configuring the large number of bandwidth parameters that exist per connection.

The following user commands are associated with virtual circuit feature changes:

addcon
addcongrp
cnfcon
cnfatmcls
delcon
delcongrp
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Management

AUser Commands

® dspatmcls
® dspcongrps

® grpcon

The following user commands are modified to support ASI-1 E3:
® cnfln

® cnflnstats
® dspcd

® dspcds

® dsplnenf

® dspins

® dsplnstatenf
® dsplnstathist
® dspyred

® prtyred

Management

Connection Management

Routing

Interworking connections may be added from either the BPX switch, the IGX switch, or the MGX
8220. Intra- and inter-domain interworking connections are supported.

Connection configuration parameters are endpoint-specific. Thus, the ATM-only parameters are
only configurable on the BPX switch end. The IGX switch does not know about these parameters,
so they cannot be configured or displayed at the IGX switch end. Parameter units are
endpoint-specific also. Units on the BPX switch are cells per second, units on the IGX switch are
bits per second.

Bundled interworking connections are not supported.

Virtual path interworking connections are not supported.

Interworking connections use the complex gateway feature of the AIT trunk card to repackage data
fromframesto ATM cells, and vice-versa. All BPX switch-IGX switch hopsthese connectionsroute
over must provide the complex gateway function. IGX switch-IGX switch hops (frame relay

connections) can be any trunk card type. This requirement simplifies the routing mechanism when
dealing with structured networks, as software does not know the type of trunks in remote domains.
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Management

Bandwidth Management

Bandwidth calculations for interworking connections assume alarge frame size, which minimizes
theloading inefficiency of packetsvs. cells. In other words, the transl ation between packetsand cells
assumes 100 percent efficiency, so the conversionissimply based on 20 payload bytes per fastpacket
vs. 48 payload bytes per ATM cell.

This mechanism keeps the fastpacket/cell conversion consistent with the bits per second/cells per
second conversion. Thus, conversion of endpoint rates to trunk loading is straightforward.

User Interface

ATM connection classes are added for convenience. Classes can be configured as interworking or
regular ATM. The cnfcls command is used to configure aclass. The classis specified as part of the
addcon command. ATM connection classes are maintained on all BPX switch. IPX switch nodes do
not know about these classes.

A special ATM classis defined as the default interworking class. When an interworking connection
is added from the frame relay end, the ATM-only parameters for this connection are taken from this
default class.

Network-wide ForeSight parameters are supported for the frame relay end of interworking
connections. The cnffstparm command is used to configure these parameters. Since the ATM end
of interworking connections has per-virtual circuit ForeSight parameter configurability, the
network-wide ForeSight parameters do not apply.

Note that the default ATM ForeSight parameters will match the default frame relay ForeSight
parameters, with appropriate units conversion.

Port Management
The cnfport command supports the following new features:

® AnASI-1 card can be configured to be UNI or NNI.

® AnASI-1 UNI or NNI port can be configured to transmit Backwards Congestion M essages
(BCM) to indicate congestion to the foreign ATM network.

® AnASI-1 UNI or NNI port can be configured for LMI, ILMI or no local management.

The cnfportg command supports configuration of queue depth, EFCN threshold, and CLP
thresholds for all port egress queues (CBR, VBR, VBR w/ForeSight).
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Connection Management
The NNI cell format has 12 bits for the VPI, so addcon allows specification of VPI 0-4095 on NNI
ports.

Signaling
System software supports the following LMI/ILMI signaling actions:

® |nterna network failure: software informs LMI/ILMI to set Abit = O for failed connections.
Software informs ASI-1 to transmit AlS to port for failed connections.

® Port failure/LMI Comm Failure: software informs remote nodes terminating all affected
connections. Remote node BCC informs LMI/ILMI to set Abit =0, and ASI-1 to transmit AlS.

® LMI A = 0: software polls ILMI agent periodically for Abit status. Status changes are reflected
in the ‘dspcon’ screen.

Alarms

LMI communication failure on an ASI-1 causes declaration of aminor alarm. The dspport screen
shows the failure, as does the dspalms screen.

Abit =0 on an NNI port causes declaration of aminor alarm. The dspcon, dspcons, and dspalms
screens show thisfailure.
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CHAPTER 14

Tiered Networks

This chapter describes the tiered network architecture that supports interface shelves (non-routing
nodes) connected to an IPX/IGX/BPX routing network.

The chapter contains the following:

® Routing Hubs and I nterface Shelves

® BPX Routing Hubsin a Tiered Network
® |GX Routing Hubsin a Tiered Network
® User Interface Commands

® Cisco WAN Manager NMS

With Release 8.5, tiered networks now support voice and data connections as well as Frame Relay
connections. With this addition, atiered network can now provide a multi-service capability (Frame
Relay, circuit data, voice, and ATM). By allowing CPE connectionsto connect to anon-routing node
(interface shelf), atiered network is able to grow in size beyond that which would be possible with
only routing nodes comprising the network.

Routing Hubs and Interface Shelves

In atiered network, interface shelves at the access layer (edge) of the network are connected to
routing nodes via feeder trunks (Figure 14-1). Those routing nodes with attached interface shelves
arereferred to as routing hubs. The interface shelves, sometimes referred to as feeders, are
non-routing nodes. The routing hubs route the interface shelf connections across the core layer of
the network.

Theinterface shelves do not need to maintain network topology nor connection routing information.
Thistask isleft to their routing hubs. This architecture provides an expanded network consisting of
anumber of non-routing nodes (interface shelves) at the edge of the network that are connected to
the network by their routing hubs.

BPX and IGX Routing Hubs

Voice and data connections originating and terminating on |GX interface shelves (feeders) are routed
across the routing network viatheir associated |GX routing hubs. Intermediate routing nodes must
be IGX nodes.
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Routing Hubs and Interface Shelves

Frame relay connections originating at I|PX interface shelves and Frame Relay, ATM, CESM, and
FUNI connections originating at MGX 8220 interface shelves are routed across the routing network
viatheir associated BPX routing hubs.

Note ThelGX switch may also be configured as an interface shelf feeding Frame Relay
connections to a BPX routing hub.

Figure 14-1 Tiered Network with BPX and IGX Routing Hubs
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BPX Routing Hubs in a Tiered Network

Tiered networks with BPX routing hubs have the capability of adding interface shelves/feeders
(non-routing nodes) to an IPX/IGX/BPX routing network (Figure 14-2). The MGX 8220 interface
shelf, and IPX or IGX nodes configured as interface shelves are connected to BPX routing hubs.
Interface shelves alow the network to support additional connections without adding additional
routing nodes.

The MGX 8220 supports frame T1/E1, X.21 and HSS| Frame Relay, ATM T1/E1, and CES, and is
designed to support additional interfacesin the future. The | PX interface shelf supports Frame Relay
ports, as does the IGX switch (option is available to configure as an interface shelf).

Figure 14-2 Tiered Network with BPX Routing Hubs
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Tiered Network Implementation
The following requirements apply to BPX routing hubs and their associated interface shelves:

® MGX 8220 Release 4 level isrequired on all MGX 8220 interface shelves.

® Only one feeder trunk is supported between a routing hub and interface shelf.

® No direct trunking between interface shelves is supported.

® No routing trunk is supported between the routing network and interface shelves.

® The feeder trunks between BPX hubs and IPX or IGX interface shelves are either T3 or E3.

® The feeder trunks between BPX hubs and MGX 8220 interface shelves are T3, E3, or
OC-3-c/STM-1.

® Frame Relay Connection management to an IPX interface shelf is provided by Cisco WAN
Manager
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® Frame Relay and ATM connection management to an MGX 8220 interface shelf is provide by
Cisco WAN Manager

® Telnet is supported to an interface shelf; the vt command is not.

® Remote printing by the interface shelf via a print command from the routing network is not

supported.
General

Annex G, abi-directional protocol, defined in Recommendation Q.2931, is used for monitoring the

status of connections across a UNI interface. Tiered Networks use the Annex G protocol to pass

connection status information between a Hub Node and attached interface shelf.
Definitions

BPX Routing Hub A BPX node in the routing network which has attached interface
shelves. Also referred to as a hub node or BPX hub.

MGX 8220 Interface Shelf A standards based service interface shelf that connectsto a BPX
routing hub, aggregrates and concentratestraffic, and performs ATM
adapation for transport over broadband ATM networks.

IPX Interface Shelf A special configuration of the IPX narrow band node designated asa
interface shelf that supports Frame Relay connections.

IGX Interface Shelf A specia configuration of the IGX multiband node designated as a
interface shelf that supports Frame Relay connections.

Feeder Trunk Refersto a trunk which interconnects an interface shelf with the
routing network viaa BPX routing hub. A feeder trunk is sometimes
referred to as an interface shelf trunk.

IPX/AF Another name for the IPX interface shelf.

IGX/AF Another name for the IGX interface shelf.

Routing Network The portion of the tiered network which performs automatic routing
between connection endpoints.

VPI Virtual Path Identifier.

VCl Virtual Connection Identifier.

Upgrades

Converting an IPX or IGX node to an interface shelf requires re-configuring connections on the
node, as no upgrade path is provided in changing a routing node to an interface shelf.

A BPX node, acting as a Hub Node, is not restricted from providing any other feature which is
normally available on BPX nodes. A BPX Hub supports up to 16 interface shelves.
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Connectionswithin tiered networks consist of distinct segmentswithin each tier. A routing segment
traverses the routing network, and an interface shelf segment provides connectivity to the interface
shelf end-point. Each of these segments are added, configured and del eted independently of the other
segments. The Cisco WAN Manager Connection manager provides management of theseindividual
segments as a single end-to-end connection.

Interface shelves are attached to the routing network viaa BPX routing hub using a BXM trunk
(T3/E3 or OC-3) or BNI trunk (T3/E3). The connection segments within the routing network are
terminated on the BNI feeder trunks.

All Frame Relay connection types which can terminate on the BPX ASI card are supported on the
BNI feeder trunk (currently VBR, CBR, ABR, and ATF types). No check is made by the routing
network to validate whether the connection segment type being added to a BNI feeder trunk is
actually supported by the attached interface shelf.

Co-locating Routing Hubs and Interface Shelves

The trunk between an interface shelf and the routing network is a single point of failure, therefore,
the interface shelves should be co-located with their associated hub node. Card level redundancy is
supported by the Y-Cable redundancy for the BXM, BNI, AIT, and BTM.

Network Management

Communication between CPE devices and the routing network is provided in accordance with
Annex G of Recommendation Q.2931. Thisis abidirectional protocol for monitoring the status of
connections across a UNI interface. (Note: the feeder trunk uses the STI cell format to provide the
ForeSight rate controlled congestion management feature.)

Communication includes the real time notification of the addition or deletion of a connection
segment and the ability to pass the availability (active state) or unavailability (inactive state) of the
connections crossing thisinterface.

A proprietary extension to the Annex G protocol isimplemented which supports the exchange of
node information between an interface shelf and the routing network. Thisinformation is used to
support the P Relay feature and the Robust Update feature used by network management.

Network Management accessto the interface shelvesis through the I P Relay mechanism supported
by the SNMP and TFTP projects or by direct attachment to the interface shelf. The IP Relay
mechanism relays traffic from the routing network to the attached interface shelves. No |P Relay
support is provided from the interface shelves into the routing network.

The BPX routing hub is the source of the network clock for its associated feeder nodes. Feeders
synchronize their time and date to match their routing hub.

Robust Object and Alarm Updates are sent to a network manager which has subscribed to the Robust
Updatesfeature. Object Updates are generated whenever an interface shelf isadded or removed from
the hub node and when the interface shelf name or IP Addressis modified on the interface shelf.
Alarm Updates are generated whenever the alarm state of the interface shelf changes between
Unreachable, Mgjor, Minor and OK alarm states.

An interface shelf is displayed as a unique icon in the Cisco WAN Manager topology displays. The
colors of the icon and connecting trunks indicate the alarm state of each. Channel statistics are
supported by FRP, FRM, ASI, and MGX 8220 endpoints. BNIs, AITs, and BTMs do not support
channel statistics. Trunk Statistics are supported for the feeder trunk and are identical to the existing
BNI trunk statistics.
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ForeSight

Foresight for an IPX interface shelf terminated Frame Relay connections is provided end-to-end
between Frame Relay ports, regardless as to whether these ports reside on an IPX interface shelf or
within the routing network.

Preferred Routing

Preferred routing within the routing network can be used on all connections. Priority bumping is
supported within the routing network, but not in the interface shelves. All other connection features
such as conditioning, rrtcon, upcon, dncon, etc. are also supported.

Local and Remote Loopbacks

Connection local and remote loopbacks are managed at the user interface of the FRP endpoint
routing node or interface shelf. The existing IPX Frame Relay port |oopback featureis supported on
the IPX interface shelf. Remote |oopbacks are not supported for DAX connections. A new command
addlocr mtlp is added to support remote loopbacks at FRP DAX endpoints.

Testcon and Testdly
Tstcon is supported at the FRP endpointsin a non-integrated fashion and is limited to a pass/fail
loopback test. Fault isolation is not performed. Thisis the same limitation currently imposed on
inter-domain connections. Intermediate endpoints at the Al T and BNI cards do not support thetstcon
feature. Tstdelay is also supported for the FRP and A Sl in anon-integrated fashion similar to that of
the tstcon command.
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IGX Routing Hubs in a Tiered Network

With tiered networks, |GX nodes on the edge of the network are configured as interface shelves and
are connected to IGX nodes configured as router hubs. The interface shelves allow the network to
support additional voice, data and Frame Relay connections without adding additional routing
nodes. An example of 3-segment voice and data connections viaan IGX interface shelf and IGX
routing hubsis shown in (Figure 14-3). An example of a Frame Relay connection viaan IGX
interface shelf and routing hubs is shown in (Figure 14-4).

Figure 14-3 IGX Shelves and Routing Hubs, Voice and Data Connections
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Figure 14-4 IGX Shelves and Routing Hubs, Frame Relay Connections
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Tiered Network Implementation
The following applies to IGX routing hubs and interface shelves:

® AnIGX routing hub supports up to 4 IGX interface shelves.

® AnIGX interface shelf can have only one feeder trunk to the routing network.

® AnIGX interface shelf isthe only type of interface shelf that can connect to IGX routing hubs.
® No direct trunking between interface shelves is supported.

® No routing trunk is supported between the routing network and interface shelves.

® Thefeeder trunks between IGX hubs and IGX interface shelves are connected to aBTM-E1
backcard on each end of the trunk.

® Voice and data connection management to an IGX interface shelf is provided by Cisco WAN
Manager

® Telnet is supported to an interface shelve; the vt command is not.
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® Remote printing by the interface shelf via a print command from the routing network is not
supported.

The following applies to voice and data connections over IGX interface shelves:

® 3-segment connections are supported, that is: originating IGX interface shelf data or voice card
to IGX routing hub, across IGX intermediate nodes, as applicable, to IGX routing hub, to
terminating IGX interface shelf data or voice card.

® 2-segment connections are not supported, (IGX interface shelf voice or data card to routing hub).

® Routing through the middle segment of the three segment connection is done via IGX routing
nodes using CBR mode and simple gateway over the IGX trunks.

® Connection statistics are supported at user endpoints only.
® Adaptive voiceis not supported.
The following applies to Frame Relay connections over IGX interface shelvesviaan IGX hub.

® 3-segment connections are supported, that is: originating IGX interface shelf Frame Relay card
to IGX routing hub, across IGX intermediate nodes, as applicable, to IGX routing hub, to
terminating IGX interface shelf data or voice card.

® 2-segment connections are supported, (IGX interface shelf Frame Relay card to routing hub).

® Routing through the middle segment of the three segment connection is done via IGX routing
nodes using ATFR mode and simple gateway over the IGX trunks.

® Connection statistics are supported at user endpoints only.

General

Annex G, abi-directional protocol, defined in Recommendation Q.2931, is used for monitoring the
status of connections across a UNI interface. Tiered Networks use the Annex G protocol to pass
connection status information between a Hub Node and attached Shelf.
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Definitions

IGX Routing Hub An IGX node in the routing network which has attached 1GX
interface shelves. Also referred to as a hub node or IGX hub.

IGX Interface Shelf A special configuration of an IGX switch that is connected as a shelf
to an IGX routing hub. An IGX interface shelf is sometimes referred
to asIGX A/F or feeder. The IGX interface shelf does not perform
routing functions nor keep track of network topology.

Feeder Trunk Refers to atrunk which interconnects an IGX interface shelf with
the routing network viaan IGX routing hub. A feeder trunk is
sometimes referred to as an interface shelf trunk.

IGX/AF Another name for the IGX interface shelf.

Routing Network The portion of the tiered network which performs automatic routing
between connection endpoints.

VPI Virtual Path Identifier.

VCl Virtual Connection Identifier.

Upgrades

Converting an IGX nodeto an interface shelf requires re-configuring connections on the node, as no
upgrade path is provided in changing a routing node to an interface shelf.

Only IGX nodes are ableto act hub nodesfor IGX interface shelvesfor voice and datatransport over
the IGX tiered network. An IGX node, acting as a hub node, is not restricted from providing any
other feature which isnormally available on IGX nodes. An IGX hub supportsup to 4 IGX interface
shelves.

Connections within tiered networks consist of three distinct segments within each tier. A routing
segment traverses the routing network, with an interface shelf segment at each end providing
connectivity to the interface shelf end-point. Each of these segments are added, configured and
deleted independently of the other segments. The Cisco WAN Manager Connection Manager
provides management of these individual segments as a single end-to-end connection.

Interface shelves are attached to the routing network viaan IGX node using aBTM E1 trunk. The
connection segments within the routing network are terminated on IGX feeder trunks.

Co-locating Routing Hubs and Shelves

The feeder trunk between an interface shelf and the routing network isasingle point of failure,
therefore, the interface shelves should be co-located with their associated hub node. Card level
redundancy is supported by the Y-Cable redundancy for the CVM, LDM, and HDM.

Network Management

Communication between CPE devices and the routing network is provided in accordance with
Annex G of Recommendation Q.2931. Thisis abidirectional protocol for monitoring the status of
connections across a UNI interface.
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Communication includes the real time notification of the addition or deletion of a connection
segment and the ability to pass the availability (active state) or unavailability (inactive state) of the
connections crossing this interface.

A proprietary extension to the Annex G protocol isimplemented which supports the exchange of
node information between an interface shelf and the routing network. Thisinformation is used to
support the P Relay feature and the Robust Update feature used by network management.

Network Management access to the interface shelvesis through the I P Relay mechanism supported
by the SNMP and TFTP or by direct attachment to the interface shelf. The IP Relay mechanism
relays traffic from the routing network to the attached interface shelves. No IP Relay support is
provided from the interface shelves into the routing network.

IGX routing hubs are the source of the network clock for its associated feeder nodes. Feeders
synchronize their time and date to match their routing hub.

Robust Object and Alarm Updates are sent to a network manager which has subscribed to the Robust
Updatesfeature. Object Updates are generated whenever an interface shelf isadded or removed from
the hub node and when the interface shelf name or IP Addressis modified on the interface shelf.
Alarm Updates are generated whenever the alarm state of the interface shelf changes between
Unreachable, Mgjor, Minor and OK alarm states.

An interface shelf is displayed as a unique icon in the Cisco WAN Manager Network Management
topology displays. The colors of the icon and connecting trunksindicate the alarm state of each.
Channel statisticsare supported by CVM, HDM, and LDM endpoints. Trunk Statistics are supported
for the feeder trunk and are identical to the existing IGX trunk statistics.

Preferred Routing

Preferred routing within the routing network can be used on all connections. Priority bumping is
supported within the routing network, but not in the interface shelves. All other connection features
such as conditioning, rrtcon, upcon, dncon, etc. are also supported.

Local and Remote Loopbacks

Connection local and remote loopbacks are managed at the user interface of the voice or data
endpoint Routing Node or interface shelf. The existing IGX voice and data port loopback features
are supported on the IGX interface shelf.

Testcon and Testdly

Tstcon is supported at the voice and data endpoints in a non-integrated fashion and islimited to a
pass/fail loopback test. Fault isolation is not performed. Intermediate endpointsat the BTM cards do
not support the tstcon feature. Tstdelay is also supported for the in a non-integrated fashion similar
to that of the tstcon command.

IGX Interface Shelf Description

The IGX interface shelf supports the termination of voice and data connection segmentsto aBTM.
The IGX interface shelf connects to the routing network viaaBTM and associated BMT-E1 back
card on both the interface shelf and the IGX routing hub.

IGX interface shelves support the following network management features:
® Interval Statistics enable/disable/collection
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* |PRelay

® Robust Object Updates

® Robust Alarm Updates

® Real-time Counters

® Event Logging

® Software/Firmware Downloads
® Configuration Save/Restore

® SNMP

Configuration and Management

The interface shelves attached to each hub must have unique names. Each interface shelf must also
be assigned a unique IP address.

An interface shelf communicates with arouting hub over a new type of NNI. It issimilar to the
existing Frame Relay NNI in purpose and function, and is based on the ATM LMI message set
described by Recommendation 2931, Annex G. A routing hub and interface shelf use this NNI to
maintain a control session with each other. Any change to the status of the feeder trunk affects this
control session.

Feeder trunks are the communication path between the routing hub and the Feeder. These feeder
trunks are supported by the BTM trunk card on both the IGX interface shelf and the IGX routing
hub. Feeder trunks are upped using the “uptrk” command. Feeder trunks must be upped on both the
routing hub and the interface shelf before it can be joined to the routing network.

An IGX node must be converted to an interface shelf by entering the appropriate command at the
node. Once an IGX switch has been converted to an interface shelf, it can be joined to the IGX
routing hub, by executing the addshelf command at the IGX routing hub. The addshelf command
has the following syntax:

Shelf Management
addshelf <trunk> <shelf_type>

trunk slot.port
shelf_type | (IGX/AF)

del shel f <trunk> | <shel f_name> del etes interface shelf

dspnode: Displays feeder trunk status. IGX routing hubs display the status of all
attached IGX interface shelves. IGX interface shelves display a single status
item, that of the attached 1GX hub node.
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Alarm Management of Interface Shelf on the IGX Hub Node

dspalms Thefield, interface shelf alarms, shows a count of the number of interface
shelves which are Unreachable, in Minor Alarm, or in Major Alarm. The
nnn-A bit status failures for interface shelf connections are also shown.

Alarm Management on the IGX Interface Shelf

dspalms Thefidld, routing network Alarms, shows a count of major and minor alarms
in the routing network. Feeder Abit connection status reported by feeder NNI
is shown in the “Connection Abit Alarms’ field.

dspnode: Shows if the routing network is reachable and the attached IGX hub node.

Port Management
Uses existing commands.

Connection Management
Parameters entered at Cisco WAN Manager when adding connections.

Bandwidth Management

Parameters entered at Cisco WAN Manager when adding connection. Bandwidth performance
monitored by viewing selected statistics at Cisco WAN Manager NMS.

Bandwidth Efficiency

Since voice traffic is time sensitive, and |ow-speed voi ce connections can result in SGW cells being
sent with only a single packet placed in the cell in order to avoid excessive delay between cells. It
may be necessary to use the cnfcmb command on the interface shelvesin order to configure the
packet combining timeout rate for a particul ar application.

Statistics
Enabled and monitored via Cisco WAN Manager.

User Interface Commands

Refer to the Command Reference manual for additional information on commands associated with
tiered networks. The following isalist of most often used commands with IGX routing hubs and
IGX interface shelves supporting voice and data connections.
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Shelf
addshelf

delshelf
dspnode
dspalms
dsptrks

Data Connection Commands

addcon
dspcon
dspcons

Data Channel Commands
cnfchdfm

cnfcheia
cnfcldir
cnfdchtp
cnfdclk

cnfict

Voice Connection Commands
addcon

Voice Channel Commands
cnfchadv

cnfchutil
cnfchkdl
cnfcos
cnfechec
cnfchgn
cnfcond
cnfrevsig
cnfvchtp
cnfxmtisig

cnfecmb
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Cisco WAN Manager NMS

Interface shelf and feeder trunk information is reported to Cisco WAN Manager by the routing hub
and interface shelf. Cisco WAN Manager can virtually connect to any node in the network viaa
TCP/IP connection. The Cisco WAN Manager Connection Manager is used to add, delete, and
monitor voice and data connections for tiered networks with IGX hubs. It isalso used to add, delete
and monitor Frame Relay connections for tiered networks with BPX hubs. A sample of the
Connection Manager GUI is shown in Figure 14-5.

Figure 14-5 Cisco WAN Manager Connection Manager
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CHAPTER 15

BPX SNMP Agent

This chapter introduces the functions of the Simple Network Management Protocol (SNMP) agent
that is embedded in each BPX node. To benefit from this chapter, readers should have a general
knowledge of SNMP, IP protocols, and MIBs.

The chapter contains the following:

® Introduction

® SNMP Overview

® SNMP Functions

® MIB Il Support

® Cisco WAN Switching Proprietary MIB Structure

Introduction

An SNMP agent is embedded in each BPX node. (This feature is an addition to and functionally
different from the SNMP Proxy Agent that can be used by a non-Cisco WAN Manager workstation
to provide access to aMIB on the Cisco WAN Manager workstation which contains data extracted
from the Cisco WAN Manager Informix database.) The SNM P agent permits an SNM P manager to
view and set certain network objectsin Management Information Bases (MIBs) that are maintained
in each BPX node within a managed network. The embedded SNMP agent supports the standard
Internet MIB 11, the ATM 3.1 UNI MIB, and a Cisco WAN Switching proprietary MIB. The Cisco
WAN Switching proprietary MIB contains information necessary to control ports and connections
on the switches in the network. The standard Internet MIB 11 contains MIB modul es defined by the
Internet Engineering Steering Group (IESG). SNMP support is available on both IPX and BPX
switches.

The proprietary MIB is supplied on atape for compilation into the user’'s SNM P manager.

SNMP Overview

An SNM P manager manages the SNM P agentsin each BPX nodein asingle domain. To gain access
to network nodes, the SNM P manager is connected to one of the BPX nodes through its Ethernet
port, which acts as a gateway for the SNM P manager to communicate with all the other BPX nodes
in the domain.

In multiple networks, a separate SNM P manager must exist for each network that is being managed.
Furthermore, nodes within a multi-network can be managed by multiple SNMP managers. Also,
ATM connections that span multiple networks are supported in the SNMP MIB.
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Figure 15-1 shows an SNMP manager and the nodes within adomain.

Figure 15-1 SNMP Manager and Agents in a BPX Domain
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Communication between the agents and the SNM P manager uses the standard UDP protocol
encapsulated within IP protocol. The communication link between the SNMP manager and the
directly attached BPX node uses the Ethernet interface of an BCC processor card. The SNMP
manager can be either local or remote to the BPX node.

Figure 15-1 illustrates the SNM P manager’s communication with the agents in the network. Each
node in the domain must have a network 1P address assigned by the cnfnwip command (see the
Cisco WAN Switching Command Reference publication for details). The manager uses the network
IP address to address an agent in the domain. The directly attached node (Node 4 in Figure 15-1)
directs the SNM P message to the addressed BPX node. Responses from the agent go to the directly
attached node then pass over the Ethernet link to the SNM P manager.

Note TheLAN IP address of the directly attached node must be configured with the cnflan
command.
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SNMP Functions

The SNMP protocol provides abasic query-response model for network management. The network
manager has accessto Get (Get-Next) and Set functions.

A Get request lets the manager read variables in the BPX switch. The request consists of asingle
variable or alist of variables. The BPX database subsequently returns the requested values.

The Get-Next request lets the manager obtain the successor to the given variable's object identifier.
The returned object identifier can serve asinput to another Get-Next request so the manager can
lexicographically walk through the MIB.

A Set request |ets the manager modify variablesin the BPX switch. The request consists of either a
single variable or alist of variables. The values supplied in the request modify the BPX database.
The variables and their associated val uesin the request message are put into aresponse message and
returned to the requesting management workstation. The format of the Set response messageis the
same as that of the Get response message.

SNM P requests from the manager have the same access level as non-privileged users.
Non-privileged access can be read-only, read-write, or no access. To maintain access control, each
Get and Set request is checked for the correct community string. The community string determines
the access privileges that a management workstation has. A separate community string existsfor Get
reguests and Set requests.

The node initializes the community strings to no access, so the user must set the stringsto the
appropriate values. The community strings can be set and displayed by the cnfsnmp and dspsnmp
super-user commands, respectively (see the Cisco WAN Switching Super-User Command Reference
publication for details).

Responses to Get, Get-Next, and Set requests are returned in a response packet along with a status
field. The status field can be one of the following:

* noError (0) Successful operation.
« tooBig (1) The agent could not fit the results of an operation into asingle SNMP
message.

¢ noSuchName (2) The reguested operation identified an unknown variable when attempting
to modify avariable.

« badValue (3) Requested operation specified an incorrect syntax or value when
attempting to modify avariable.

e readOnly (4) Requested operation attempted to modify a variable that, according to
the community profile, may not be written. (No longer supported by
Standards.)

e genkrr (5) All other failure responses.

If an error occurs, the appropriate error code is encoded in ASN.1 format and inserted into the
response packet.

Note In the sections that follow, user-specified command names are in lower case.
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Responses to Get (Get-Next) Requests

When an SNM P manager workstation sends an SNM P Get request packet to aBPX agent, it utilizes
the IP protocol for addressing. The request packet can use either a LAN interface for alocally
attached management workstation or anetwork interface for remote access. Each packet isin ASN.1
format, which is suitable for transmission viathe UDP protocol. Once it arrives, the packet is
decoded to a Protocol Data Unit (PDU). This PDU isthe SNMP internal packet structure.

A PDU consists of one or more variabl es requested by the manager. The PDU’s community string is
validated for correct access permissions, then the requested variabl es are collected within an SNMP
varbind list for processing.

For each variablein the request message, the agent calls a user-defined test function that makes sure
the requested variable exists. If the test confirms the existence of the variable, the agent callsa
user-defined get function to gain access to the BPX database for the specified variable. The get
function is appropriate for the type of request (Get or Get-Next).

A get function can read either asingle scalar value or a single column entry from the database row.
The user-defined get-next function provides away to read atable of unknown elements. The get-next
function returnsthelexicographically next variablein thetable with respect to the next variable. This
mechanism |ets the manager sequentially retrieve the entire table.

The test and get functions result in a Get response packet. If an error occurs, the appropriate error
codeisencoded in ASN.1 format and placed in the packet. If no errors occur, the returned values are
encoded and placed in the response packet. The response packet goes to the workstation that
originated the Get request.

ATM Set Requests

SNMP Set requests support the ATM functionsin the following list. Refer to the Cisco WAN
Switching Command Reference for command descriptions.

® Add ATM connection (addcon)

® Delete ATM connection (delcon)

® UpATM connection (upcon)

® Down ATM connection (dncon)

® Modify ATM connection (cnfrcon, cnfcos, cnfpref, cnfrcon)

® Test ATM connections (tstcon, tstdelay)

SNMP Set requests can implement the following BPX commands on ATM ports:
® UpATM port (upfrport)

® Down ATM port (dnfrport)

® Modify ATM port (cnffrport)
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Responses to Set Requests
When an SNM P manager workstation sends an SNMP Set request packet to a BPX agent, it utilizes
the IP protocol for addressing. The request packet can use either a LAN interface for alocally
attached management workstation or a network interface for remote access. Each packet has the
ASN.1 format, which is suitable for transmission via the UDP protocol. Once it arrives, the packet
is decoded to a Protocol Data Unit (PDU). This PDU isthe SNMP internal packet structure.

Each variable in the varbind list is located, checked for visibility in the current MIB view, checked
for write-access, and type-matched against the set request. A user-defined functionisthen called to
validate the Set PDU. This validation mainly determines if the Set request packet follows the
guidelines defined for the BPX switch. Thisfunction returns either good status or an error. The error
indicatesthe PDU isbad and should be rejected. Processing continueswith testsfor accessibility and
acceptability.

Each variable in the varbind list is tested for accessibility and acceptability. User-defined test
functions associated with each variable are called to implement the tests. A failed test returns a
specifier for the variable and a reason code. Any failed test resultsin afailed Set request. Upon
successfully passing the test functions, the set request can proceed to set the requested variables on
the specified switch. The SNMP agent calls a user-specified set function to implement the
modifications.

Upon either a successful completion or an error, the Set request PDU is modified to become the
response PDU. The response PDU also contains the values of the variablesin the original Set
request. This PDU is encoded into ASN.1 format and inserted into the response packet. The Set
response packet goes to the workstation that generated the request.

MIB Il Support

The BPX SNMP agent supports the following groups in the Internet SNMP MIB 11:
® ARP

®* ICMP

® Interfaces

* IP

® SNMP

® System

® TCP

* UDP
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Cisco WAN Switching Proprietary MIB Structure

This section is an overview of the Cisco WAN Switching proprietary MI1B. The proprietary MIB
resides under the enterprises branch of the SNMP tree structure (1.3.6.1.4.1.StrataCom (351)). For
detailed information on the structure and contents of the M1B, refer to the actual MIB that isincluded
on the release tape. The MIB isin ASN.1 format.

The MIB provides network managers with BPX information on a per switch basis. Thisinformation
inthe MIB relatesto ATM service. The SNMP agent MIB has two major branches of information.
These are the Switch Service Objects and Switch Connections.

Each variable in the MIB also includes the following:
® An accesslevel (read-only, read-write, or no access)

® A defined MIB view, which allows appropriate agents to have access to platform-specific
information

Switch Service Objects

Thehigher level Switch Servicesbranch showsthe available ATM services. Thisserviceinformation
existsin a configuration table and a statistics table for each logical port on the switch. The
configuration parameters for alogical port allow the manager to view and modify a specified
available port. The statistics table gives the manager access to real-time counter statistics associated
with a specified available port.

Switch Connections

The Switch Connections branch supports per switch management of ATM connections. In this
branch, the MIB defines the following:

® Connections—a general view of all available ATM connections on aswitch
® Endpoints

® Bandwidth class

® Endpoint Statistics

® Endpoint mapping

Thefollowing isalist of the categories of connection information:

® Loca description (such as, domain.node.slot.port.vpi.vci, group id) (read-only)
® Remote description (such as, domain.node.slot.port.vpi.vci) (read-only)

® Status of the connection (read-only)

® Failure reasons (read-only)

® Current route information (read-only)

® Preferred route information (read-write)

® Access to open space information (read-only)

® Pointer to endpoint-specific information (read-only)
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The ATM endpoint-specific information (last item in the previous list) provides the mechanism for
the manager to provision and configure ATM connections. The available endpoint-specific
information is:

Bandwidth Class

Locd description (such as, domain.node.slot.port.vpi.vci) (read-write)
Remote description (such as, domain.node.slot.port.vpi.vci) (read-write)
ATM applicable bandwidth parameters (read-write)

Foresight enable status (read-write)

Trunk avoid types (read-write)

Connection priority (read-only)

Foresight round-trip delay (read-only)

The bandwidth class information gives the manager a view of the available bandwidth classes that
are configured on the switch. The manager can use a selected class as atemplate to create a ATM
endpoint.

Endpoint Statistics

The endpoint statistics are real-time counter statistics about a specific endpoint.

Endpoint Mapping

The endpoint mapping information lets the manager have access to connecti on and endpoint-specific
indices. The indices are associated with physical attributes of a connection (for example,
slot.port.vpi.vci). The manager can use the indices returned to it to gain access to connection and/or
endpoint-specific information.
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CHAPTER 16

This chapter contains an overview of label switching (MPL S based) and information for configuring
the BPX 8650 for the label switching feature. Refer to Release Notes for new features.

This chapter contains the following:

Introduction

MPL S/Tag Terminology

Label Switching Benefits

Label Switching Overview

Elementsin aLabel Switching Network
Label Switching Operation at Layer 3
Labe Switchingin an ATM WAN

Label Switching and the BPX 8650
Label Switching Resource Configuration Parameters
Requirements

List of Terms

Related Documents

Configuration Management
Configuration Criteria

Configuration Example

Checking and Troubleshooting
Provisioning and Managing Connections
Statistics

Command Reference
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Introduction

Introduction

Label switching enablesrouters at the edge of anetwork to apply simple labelsto packets (frames),
allowing devicesinthe network coreto switch packets according to theselabel swith minimal lookup
activity. Label switching in the network core can be performed by switches, such as ATM switches,

or by existing routers.

MPLS/Tag Terminology

The following lists the change of terminology to reflect the change from “label” to “mpls’ terms.

Old Designation

Tag Switching

Tag (short for Tag Switching)
Tag (item or packet)

TDP (Tag Distribution Protocol)

Tag Switched

TFIB (Tag Forwarding Information Base)
TSR (Tag Switching Router)

TSC (Tag Switch Controller)

ATM-TSR

TVC (Tag VC, Tag Virtua Circuit)

TSP (Tag Switch Protocol)

TCR (Tag Core Router)

XTeag ATM (extended Tag ATM port)

New Designation

MPLS, Multiprotocol Label Switching
MPLS

Label

LDP (Label Distribution Protocol)
Note Cisco TDPand LDP (MPLS Label Distribution Protocol)

are nearly identical in function, but use incompatible message
formats and some different procedures. Cisco will be changing
from TDPto afully compliant LDP.

Label Switched

LFIB (Label Forwarding Information Base)

LSR (Label Switching Router)

LSC (Label Switch Controller)

ATM-LSR (ATM Label Switch Router, such as, BPX 8650)
LVC (Label VC, Label Virtual Circuit)

LSP (Label Switch Protocol)

L SR (Label Switching Router)

XmplsATM (extended mpls ATM port)
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Label Switching Benefits

For multiservice networks, label switching enables the BPX switch to provide ATM, Frame Relay,
and IP Internet service all on asingle platform in ahighly scalable way. Support of all these services
on acommon platform provides operational cost savings and simplifies provisioning for
multi-service providers.

For Internet service providers (1SPs) using ATM switches at the core of their networks, label
switching enablesthe Cisco BPX 8600 series, the 8540 Multiservice Switch Router, and other Cisco
ATM switches to provide amore scal abl e and manageabl e networking solution than just overlaying
IP over an ATM network. Label switching avoids the scalability problem of too many router peers
and provides support for a hierarchical structure within an 1SPs network, improving scalability and
manageability. Furthermore, label switching provides a platform for advanced IP services such as
Virtual Private Networks and IP Class of Service (CoS) on ATM switches.

By integrating the switching and routing functions, label switching combines the reachability
information provided by the router function with the traffic engineering optimizing capabilities of
the switches.

When integrated with ATM switches, label switching takes advantage of switch hardware that is
optimized to take advantage of thefixed length of ATM cells, and to switch these cells at wire speeds.

Label Switching Overview

Label switching is a high-performance, packet (frame) forwarding technology. It integrates the
performance and traffic management capabilities of datalink Layer 2 with the scalability and
flexibility of network Layer 3 routing.

L abel switching enables switch networksto perform IPforwarding. It isapplicableto networksusing
any Layer 2 switching, but has particular advantages when applied to ATM networks. It integrates
IP routing with ATM switching to offer scalable IP-over-ATM networks,

With label switching packets or cells are assigned short, fixed length labels. Switching entities
perform table lookups based on these simple labels to determine where data should be forwarded.

In conventional Layer 3 forwarding, as a packet traverses the network, each router extracts al the
information relevant to forwarding from the Layer 3 header. Thisinformation isthen used asan
index for arouting table lookup to determine the packet’s next hop. Thisis repeated at each router
across a network.

In the most common case, the only relevant field in the header is the destination field. However, as
other fields could be relevant, acomplex header analysis must be done at each router through which
the packet travels.

In label switching the complete analysis of the Layer 3 header is performed just once, at the edge
label switch router (LSR) at each edge of the network. It is here that the Layer 3 header is mapped
into afixed length label, called alabel.

At each router acrossthe network, only the label needsto be examined in theincoming cell or packet
in order to send the cell or packet on its way across the network. At the other end of the network, an
edge L SR swaps the label out for the appropriate header data linked to that |abel.
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Elements in a Label Switching Network

The basic elementsin alabel switching network are edge L SRs, label switches, and alabel
distribution protocol as defined in the following:

® Edgelabel routers

Edge label switch routers are located at the boundaries of a network, performing value-added
network layer services and applying labels to packets. These devices can be either routers, such
as the Cisco 7500, or multilayer LAN switches, such as the Cisco Catalyst 5000.

® | abel switches

These devices switch labeled packets or cells based on the labels. Label switches may also
support full Layer 3 routing or Layer 2 switching in addition to label switching. Examples of
label switchesinclude the Cisco 6400, Cisco 8540 Multiservice Switch Router, Cisco BPX 8650,
and Cisco 7500 from Cisco.

® | abe distribution protocol

Thelabel distribution protocol (LDP) isused in conjunction with standard network layer routing
protocols to distribute label information between devicesin alabel switched network.

Label Switching Operation at Layer 3

Forwarding

Label switching operation comprises two major components:
® Forwarding

® Control

The forwarding component is based on label swapping. When alabel switch (or router in a packet
context) receives a packet with alabel, the label is used asanindex in a Label Forwarding
Information Base (LFIB). Each entry in the LFIB consists of an incoming label and one or more
sub-entries of the form:

<out goi ng | abel, outgoing interface, outgoing link |evel information>

For each sub-entry, the label switch replaces the incoming label with the outgoing label and sends
the packet on its way over the outgoing interface with the corresponding link level information.

Figure 16-1 shows an example of label switching. It shows an unlabeled IP packet with destination
128.89.25.4 arriving at Router A (RTA). RTA checksits LFIB and matches the destination with
prefix 128.89.0.0/16. (The /16 denotes 16 network masking bits per the Classless Interdomain
Routing (CIDR) standard.) The packet is|abeled with an outgoing label of 4 and sent toward its next
hop RTB. RTB receives the packet with an incoming label of 4 that it uses as an index to the LFIB.
The incoming label of 4 is swapped with outgoing label 9, and the packet is sent out over interface
0 with the appropriate layer 2 information (such as, MAC address) according to the LFIB. RTB did
not have to do any prefix | Plookup based on the destination aswas done by RTA. Instead, RTB used
thelabel information to do thelabel forwarding. When the packet arrivesat RTC, it removesthelabel
from the packet and forwards it as an unlabeled IP packet.
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Control

The control component consists of label allocation and maintenance procedures. The control
component isresponsible for creating label bindings between alabel and IP routes, and then
distributing these label bindings to the label switches.

Thelabel distribution protocol (LDP) isamajor part of the control component. L DP establishes peer
sessions between label switches and exchanges the 1abel s needed by the forwarding function.

Figure 16-1 Label Forwarding Information Base (LFIB) in an IP Packet Environment

Label Forwarding Information Base (LFIB) Label Forwarding Information Base (LFIB)
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Label Switching in an ATM WAN

Forwarding

With label switching over an ATM network, the forwarding and control components can be
described asfollows:

® Forwarding: In an ATM environment, the label switching forwarding function is carried out
identically to normal switching. The label information needed for label switching can be carried
in the VCI field within one or asmall number of VPs. The labels are actually the VCls.

® Control: For the control component over ATM networks, alabel distribution protocol is used to
bind VClsto IProutes. The switch also hasto participate in | P routing protocol s such as OSPF,
BGP, and RSVP.

Figure 16-2 shows the forwarding operation of an ATM switch in which the labels are designated
VCls. InFigure 16-2, an unlabeled I P packet with destination 128.89.25.4 arrives at router A (RTA).
RTA checksitsLFIB and matchesthe destination with prefix 128.89.0.0/16. RTA convertsthe AALS
frame to cells, and sends the frame out as a sequence of cells on VCI 40. RTB, whichisan ATM
Label Switch Router (LSR) controlled by arouting engine, performs a normal switching operation
by switching incoming cells on interface 2/V Cl 40 to interface 0/V ClI 50.
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Figure 16-2

Control

Label Forwarding Information Base (LFIB) in an ATM Environment
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ATM-L SRs use the downstream-on-demand all ocating mechanism. Each ATM-LSR maintains a
forwarding information base (FIB) that contains alist of al | P routes that the ATM-LSR uses. This
function ishandled by the routing engine function which is either embedded in the switch or runson
an outside controller. For each route in its forwarding information base, the edge ATM LSR

identifiesthe next hop for aroute. It then issuesarequest via LDP to the next hop for alabel binding
for that route.

When the next hop ATM-L SR receivestheroute, it allocatesalabel, createsan entry inits LFIB with
theincoming label changed to the allocated outgoing label. The next action depends on whether the
label alocation isin an optimistic mode or a conservative mode. In optimistic mode, it will
immediately return the binding between the incoming label and the route to the L SR that sent the
request. However, this may mean that it is not immediately able to forward labeled packets which
arrive, asthe ATM-L SR may not yet have an outgoing label/V Cl for theroute. I n conservative mode,
it does not immediately return the binding, but waits until it has an outgoing label.

In optimistic mode, the L SR that initiated the request receives the binding information, it creates an
entry inits LFIB, and sets the outgoing label in the entry to the value received from the next hop.
The next hop ATM L SR then repeats the process, sending a binding request to its next hop, and the
process continues until all 1abel bindings along the path are allocated.

In conservative mode, the next hop L SR sends anew binding request to its next hop, and the process
repeats until the destination ATM edge L SR isreached. It then returns alabel binding to the previous
ATM-LSR, causing it to return alabel binding, and so on until al the label bindings along the path
are established.
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Figure 16-3 shows an example of conservative allocation. ATM edge L SR RTA isan |Prouting peer
to ATM-LSR RTB. Inturn, ATM-LSR RTB isan IP routing peer to ATM-LSR-RTC. IP routing
updates are exchanged over VPI/VCI 0/32 between RTA-RTB and RTB-RTC. For example:

1 RTA sendsalabel binding request toward RTB in order to bind prefix 128.89.0.0/16 to a specific
VCI.

2 RTB allocates VCI 40 and creates an entry in its LFIB with VCI 40 as the incoming label.

3 RTB then sends a bind request toward RTC.

4 RTCissuesVCIl 50 asalabel.

5 RTC sendsareply to RTB with the binding between prefix 128.89.0.0/16 and the VS| 50 label.
6 RTB setsthe outgoing label to VCI 50.

7 RTB sends areply to RTA with the binding between prefix 128.89.0.0/16 and the VCI 40 label.
8 RTA then createsan entry inits LFIB and sets the outgoing label to VVCI 40.

Optimistic mode operation is similar to that shown in Figure 16-3, except that the events labeled 7
and 8 in the figure may occur concurrently with event 3.

Figure 16-3 Downstream on Demand Label Allocation, Conservative Mode Shown
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Label Switching and the BPX 8650

With label switching, the router function can be accomplished by either integrating the routing
engine into the switch or by using a separate routing controller (associated router). The BPX 8650
label switch combines a BPX switch with a separate router controller (Cisco Series 7200 or 7500
router). This has the advantage of separating the various services (such as, AutoRoute, SV Cs and
label switching) into separate logical spaces that do not interfere with one another.

Note The current version of Cisco MPL S software uses an early version of LDP called the Tag
Distribution Protocol (TDP). TDP and LDP are virtually identical in function, but use incompatible
message formats. Once the MPL S standard is complete, Cisco will provide standard LDP in its
MPLS implementation.

Two scenarios are shown in Figure 16-3. In thefirst, IP packets are applied to the network viathe
edgerouters (either part of the BPX 8650 Label Switches or independent 7500 L abel Edge Routers).
Inthe second, | P packets are routed via Frame Relay to an MGX 8220 whichin turn sendsATM cells
viaaBPX 8620 to aBPX 8650 in the interior of the network.

Example 1: An IP packet is applied to the network via BPX 8650s on the edge of the network and
then label switching isused to forward the packet acrossthe network viaBPX 8650s. In thisexample
the shortest path is not used, but rather the label switch connection is routed across BPX 8650
ATM-LSR-A, BPX 8650 ATM-L SR-B, BPX 8650 ATM-L SR-C, BPX 8650 ATM-L SR-D, and 7500
LER-S. This particular routing path might, for example, have been selected with administrative
weights set by the network operator. The designated labels for the cells transmitted across the
network in this example are shown as 40, 60, 70, and 50, respectively.

The router component of the label switches that are located at the boundaries of the network

(BPX 8650 ATM-LSR-A, BPX 8650 ATM-LSR-C, BPX 8650 ATM-L SR-H), perform edge-routing
network layer servicesincluding the application of 1abelsto incoming packets. The edgelabel switch
routers, 7500 edge L SR-S, 7500 edge L SR-T, and 7500 edge L SR-U, perform the same edge-routing
network layer services in this example.

Example 2: An IP packet is routed to BPX 8650 ATM-LSR-H at the interior of the network via
BPX 8620 switch-F. The Frame Relay to ATM interface for BPX 8620 switch-F might be an
MGX 8220 as shown. BPX 8650 ATM-L SR-H then acts as an edge L SR aswell as alabel switch.
When the ATM cells arrive at BPX 8650 ATM-LSR-H, they are routed to an ATM interface on the
associated Label Switch Controller. (Note: Thisisadifferent physical linethan the ATM control link
between the BPX and the Label Switch Controller.) The Label Switch Controller applies the
applicablelabel and routesthe ATM cellsback to the BPX onthe same ATM interface. Theselabeled
cellsarethen handled asa standard MPL S label input to the BPX and transmitted across the network
with alabel shownas12 inthisexample. Theselabel switching cellsarethen forwarded to BPX 8650
ATM-L SR-D wherethey are converted back to an IP packet and routed to the CPE at the edge of the
network as a Frame Relay PV C viaan MGX 8220.

Edge label router functionality is necessary to add and remove labels from IP packets, but not to
switch label ed packets. Figure 16-4 shows 3 stand-alone edge LSRs (edge LSRs S, T, and U). These
would typically be co-located with BPX 8650 Label Switchesin Points of Presence. However the
Label Switch Controller in a BPX 8650 can also act as an edge LSR if required.

In Figure 16-4, ATM Label Switch Routers A, C, D and H use this combined Label Switch/Label
Edge Router functionality. Only ATM-LSR-B acts purely asaLabel Switch. Note also that the edge
|abel router performance of aBPX 8650 Label Switch issignificantly lower thanits Label Switching
performance. Typically there will be several edge Label Routers (or combined L SR/edge L SRs) for
each BPX 8650 ATM-L SR acting purely as alabel switch.
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Figure 16-4 BPX Label Switching
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Virtual Switch Interfaces

When avirtual switch interface (VSl) is activated on a port, trunk, or virtual trunk so that it can be
used by amaster controller, such asaPNNI SVC or an MPLS controller, the resources of the virtual
interface associated with the port, trunk, or virtual trunk are made available to the VSI.

VSl was implemented first on the BPX 8650 in Release 9.1, which uses VSI to perform
Multiprotocol Label Switching. Release 9.1 allowed support for VS| on BXM cards and for
partitioning BXM resources between Automatic Routing Management (formerly called AutoRoute)
and aVSI-MPLS controller. In the current release, you can configure partition resources to be
shared between Automatic Routing Management PV Cs and one VSl control plane, but not both.

The second implementation of VS| on the BPX provides the following extensioned functionality:
® classof servicetemplates

® virtua trunks support for VSI

® support for VSI master redundancy, and

® SV+ support for VSI

In this release, you can configure partition resources between Automatic Routing Management

PV Csand two VSI controllers (LSC or PNNI). Two VS| controllersin different control planes can
independently control the switch with no communication between controllers. The controllers are
essentially unaware of the existence of other control planes sharing the switch. Thisis possible
because different control planes used different partitions of the switch resources.

For more information on multiple VSI partitioning, see“V Sl Commands’ in the Cisco WAN
Switching Command Reference, Release 9.2.30.

Figure 16-5 shows how virtual switch interfaces are implemented by the BPX switch in order to
facilitate label switching. A virtual switch interface (V SlI) provides a standard interface so that a
resourcein the BPX switch can be controlled by additional controllers other than the BPX controller
card such as alabel switch controller.

The label switch controller is connected to the BPX switch using ATM T3/E3/OC-3 interfaces on
the L SC device (an Cisco 6400 or 7200 or 7500 seriesrouter) and on aBXM card. The ATM OC-3
interface on the 7200 router is provided by an ATM port adapter, on the 7500 router by an AIP or a
VIPwith ATM Port Adapter, and for the BXM front card by an ATM OC-3 4-port or 8-port back
card.
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Figure 16-5 BPX Switch VSI Interfaces

BPX 8650 Label Switch Router (LSR)
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: L—VPI.VCI A (VSI master to slave I/F) | VSI master
Backplane ——VPIL.VCI B (VSI master to slave I/F)
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To ATM edge router or other ATM LSR (BPX 8650 or LS 1010)

A distributed slave model is used for implementing VSI in aBPX switch. Each BXM in aBPX
switchisa VS| slave and communicates with the controller and other slaves, if needed, when
processing VSl commands. The VS| master sends a V'Sl message to one slave. Depending on the
command, the slave either handles the command entirely by itself, or communicates with aremote
slave to compl ete the command. For example, acommand to obtain configuration information would
be processed by one slave only. A command for connection setup would cause the local slaveto
communicate with the remote slave in order to coordinate with both endpoints of the connection.

Figure 16-6 shows a simplified example of a connection setup with endpoints on the same slave
(BXM VSI), and an example of a connection setup with endpoints on different slaves (BXM V SIs)
isshown in Figure 16-7.
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Figure 16-6 Connection Setup, End Points on same VSI Slave
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Figure 16-7 Connection Setup, End Points on Different VSI Slaves
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Label Switching Resource Configuration Parameters

This section describes resource partitioning for label switching. It includes the following:

Summary

Summary

Configuring VSI LCNS

Useful Default Allocations

Details of More Rigorous Allocations

Most label switching configuration, including the provisioning of connections, is performed directly
by the Label Switch Controller. Thisis discussed separately; refer to the Label Switching for the
Cisco 7500/7200 Series Routers documentation. Configuration for label switching onthe BPX 8650
itself, consists of basic VS| configuration, including resource partitioning.

The following items need to be configured or checked on the BPX 8650:

Partitioning

On eachinterface (port or trunk) onthe BXM cards used for |abel switching, two sets of resources
must be divided up between traditional PV C connections and label switching connections. The
traditional PV C connections are configured directly on the BPX platform, and label switching

connectionsare set up by the LSC using the V SI. Thefollowing resources are partitioned on each
interface:

— Bandwidth
— Connections

Aswith all ATM switches, the BPX switch supports up to a specified number of connections. On
the BPX switch, the number of connections supported depends on the number of port/trunk cards
installed. On each interface, space for connectionsis divided up between traditional BPX switch
permanent virtual circuit (PV C) connections, and Label Switching VCs (LV Cs). The details of
connection partitioning using the cnfrsrc command are discussed later in this section.

Queues for Label Switching traffic

These should be automatically configured correctly, but it is possible to change the configuration
manually. Conseguently, the configuration of the queues should be checked as part of the process
of enabling label switching. Configuration of these parameters using the cnfgbin command is
discussed later in this chapter. (Refer also to the VS| chapter.)

VS| Control Interface

A trunk must be enabled as VSI control interface, to allow a LSC to be connected. Thisis done
by using the addshelf command and selecting the VS| option.
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Configuring VSI LCNS

In the first release of label switching, each BXM card supports 16k connectionsin total, including
PV Cs, label switching VSI connections, and connections used for internal signaling.

Note The number of connections that the BXM can support is referred to as connection spaces, or
logical connection numbers (LCNS).

Onthe BXM, the portsare grouped into port groups, and acertain number of connectionsisavailable
to each port group. For example, an 8-port-OC-3 BXM hastwo port groups, consisting of ports 1-4
and 5-8, respectively.

Note Newer BXMs support 32K connectionsin total.

Each port group for the various versions of the BXM cards has a separate connection pool as
specified in Table 16-1.

Table 16-1 BXM Port Groups

Number of LCN Limit  Average
BXM Card Port Port Group per Port Connections
Type Groups Size Group per Port
8-T3/E3 1 8 ports 16k 2048
12-T3/E3 1 12 ports 16k 1365
4-0C-3 2 2 ports 8k 4096
8-0C-3 2 4 ports 8k 2048
1-0OC-12 1 1 port 16k 16384
2-0C-12 2 1 port 8k 8192

For label switching, connections are allocated to VS| partitions. On the BPX 8650, for thisrelease,
up to two V Sl partitions may be used. VSl partitions may be used to support the Cisco 6400 as well
asthe 7200 and 7500 series routers.

When configuring connection partitioning for aBXM card, with oneV Sl partition per port, anumber
of connection spaces (L CNs) are assigned to each port aslisted in Table 16-2. The cnfrsrc command
is used to configure partition resources.

Note When the configuring the port using the cnfrsrc command, the term LCN is used in place of
connection.
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Table 16-2 Port Connection Allocations
cnfrsrc
cmd
Connection Type parameter Variable Description
AutoRoute LCNs maxpvclens  a(x) Represents the number of AutoRoute (PVC) LCNs
configured for a port.
Minimum VSl LCNsfor minvsilcns  ny(x) Represents the guaranteed minimum number of LCNs
partition 1 configured for the port VSl partition. This valueis not
necessarily always available. Reaching it is dependent
on FIFO accessto the unallocated LCNs in the port
group common pool.
Maximum VSl LCNsfor maxvsilens  my(x) Represents the maximum number of LCNs configured
partition 1 for the port VSl partition. This value is not necessarily

reached. It is dependent on FIFO access to the
unallocated LCNs in the port group common pool.

Note Inthe previoustable, x isthe port number and subscript “4” is the partition number.

AutoRoute is guaranteed to have its assigned connection spaces (LCNSs) available. Label switching,
uses one connection space (LCN) per Label VC (LVC). Thisisusually one connection space (LCN)
per source-destination pair using the port where the sources and destinations are label edge routers.

Beyond the guaranteed minimum number of connection spaces (L CNs) configured for aport VS
partition, alabel switching partition uses unallocated L CNs on a FIFO basis from the common pool
shared by all portsin the port group. These unallocated L CNs are accessed only after aport partition
has reached its guaranteed minimum limit, “minvsilcns’, as configured by the cnfrsrc command.

Useful Default Allocations

Reasonable default values for all ports on all cards are listed in Table 16-3. If these values are not
applicable, then other values may be configured using the cnfr src command.

Table 16-3 Port Connection Allocations, Useful Default Values
Useful
Default
Connection Type Variable Value cnfrsrc cmd parameter
AutoRoute LCNs a(x) 256 maxpvclens
Minimum VSI LCNs for partition 1 ny(x) 512 minvsilcns
Maximum VS| LCNsfor partition 1 - mjy(x) 16384 maxvsilcns

Different types of BXM cards
support different maximums. If
you enter avalue greater than
the allowed maximum, a
message is displayed with the
allowable maximum.

Here, a(x) = 256, ny(x) = 512, and my(x) = 16384.
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The next section describes more rigorous all ocations that may be configured in place of using these
default allocations.

Details of More Rigorous Allocations

Figure 16-8

More rigorous allocations are possible as may be desired when the default values are not applicable.
For example, the LCN alocations for a port group must satisfy the following limit:

sum(a(x))+sum(ng(x))+t* 270<=g

Inthisexpression, “a(x)” represents AutoRoute LCNSs, “nq (x)” represents the guaranteed minimum
number of VSI LCNs, “t” isthe number of portsin the port group that are configured as AutoRoute
trunks, and “g” isthe total number of LCNs available to the port group. Figure 16-8 shows the
relationship of these elements.

The“ 270" valuereflectsthe number of LCNsthat are reserved on each AutoRoute trunk for internal
purposes. If the none of the interfaces in this port group is configured in trunk mode,
“t” = 0, and t* 270 drops out of the expression.

For detailed information on the allocation of resources for VSI partitions, refer to the cnfrsrc
command description in the section, Command Reference in this chapter.

Port VSI Partition LCN Allocation Elements

Port group LCNs
Unallocated LCNs in common pool "g"  (€-9-8192)
7= available on a FIFO basis to port VSI
partitions that exceed their configured
guaranteed minimum LCN settings.
g = port group sum n(x) —
common pool, —|
e.g., 8192
sum a(x) —|
L | ool <
t*270 S
S

Note Label switching can operate on a BXM card configured for either trunk (network) or port
(service) mode. Ports on the card can be configured either as ports or trunksin any combination, they
don't all have to be configured as trunks or ports. When the card is configured for trunk mode, the
trunks reserve some connection bandwidth.
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Requirements

® BCC cards of one of the following versions:
— BCC-3-64
— BCC-4-64
— BCC-4-128

® BPX switchesrequire BXM cardsto originate, terminate, or transfer label switching connections.

List of Terms

The following terms are defined for alabel switching context only, not for general situations:

ATM-L SR—A label switching router withanumber of TC-ATM interfaces. Therouter forwardsthe
cells from these interfaces using labels carried in the VPI and/or VCI field.

BPX switch—The BPX switch is a carrier-quality switch, with trunk and CPU hot standby
redundancy.

BPX-LSR—AN ATM label switch router consisting a label switch controller (series 7200 or 7500
router) and alabel controlled switch (BPX switch).

BXM—Broadband Switch Module. ATM port and trunk card for the BPX switch.
CLI—Command line interface.

edge ATM L SR—A label switching router that is connected to the ATM-L SR cloud through
TC-ATM interfaces. The ATM edge L SR adds labels to unlabeled packets and strips labels from
|abeled packets.

extended label ATM interface—A new type of interface supported by the remote ATM switch
driver and aparticular switch-specific driver that supports|abel switching over an ATM interface on
aremotely controlled switch.

external ATM interface—One of the interfaces on the dave ATM switch other than the dave
control port. Itisalsoreferred to asan exposed ATM interface, becauseitisavailablefor connections
outside of the label controlled switch.

L CNs—A common pool of logical connection numbersis defined per port group. The partitionsin
the same port group share these LCNs. New connections are assigned L CNs from the common pool.

master control port—A physical interface on aL SC that is connected to one end of a slave control
link.

Shipsin the Night (SIN)—The ability to support both label switching procedures and ATM Forum
protocols on the same physical interface, or on the same router or switch platform. In this mode, the
two protocol stacks operate independently.

slave ATM switch—An ATM switch that is being controlled by a LSC.

slave control link—A physical connection, such asan ATM link, between the LSC and the dave
switch, that runs a slave control protocol such asVSI.

slave control port—An interface that uses a L SC to control the operation of aslave ATM switch
(for example, VSI). The protocol runs on the slave control link.

remote ATM switch driver—A set of interfacesthat alow 10S software to control the operation of
aremote ATM switch through a control protocol, such asVSl.
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label controlled switch—Thelabel switch controller and slave ATM switch that it controls, viewed
together as a unit.

label switch controller (L SC)—An10S platform that runsthe generic label switching software and
is capable of controlling the operation of an external ATM (or other type of) switch, making the
interfaces of the | atter appear externally as TC-ATM interfaces.

label switching router (L SR)—A Layer 3 router that forwards packets based on the value of alabel
encapsulated in the packets.

TC-ATM interface—A label switching interface where labels are carried in the VPI/V CI bits of
ATM cells and where V C connections are established under the control of label switching control
software.

L FIB—Label Forwarding Information Base (LFIB). A data structure and way of managing
forwarding in which destinations and incoming labels are associated with outgoing interfaces and
labels.

LVC—Label switched controlled virtual circuit (LVC). A virtual circuit (V C) established under the
control of label switching. A LVCisnot aPVC or an SVC. It must traverse only asinglehop in a
|abel-switched path (L SP), but may traverse several ATM hops only if it exists within a VP tunnel.

VP tunnel—Inthe context of ATM label switching, aVPtunnel isaTC-ATM interfacethat traverses
one or more ATM switches that do not act as ATM-LSRs.

V Sl—Virtua Switch Interface. The protocol that enables an LSC to control an ATM switch over an
ATM link.

VS| slave—In a hardware context, a switch or a port card that implements the VSI. In a software
context, a process that implements the slave side of the VS| protocol.

VSl master—In a hardware context, a device that controlsa VSl switch (for example, aV Sl label
switch controller). In a software context, a process that implements the master side of the VS|
protocol.

Related Documents

® | abel Switching for the Cisco 7500/7200 Series Routers
® Cisco BPX 8600 Series Installation and Configuration
® Cisco BPX 8600 Series Reference

® Cisco WAN Switching Command Reference

Configuration Management

The BPX switch must beinitially installed, configured, and connected to a network. Following this,
connections can be added to the BPX switch.

For label switching, the BPX node must be enabled for 1abel switching. The BXM cardsthat will be
used to support label switching connections must also be configured properly, including setting up
resources for the label switching VSIs. In addition, a Label Switch Controller (the Cisco 6400, the
7200 or 7500 series router) must be connected to one of the BXM cards configured for |abel
switching.

Instructions for configuring the BPX switch and BXM cardsfor label switching are provided in the
next section.
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Instructions for configuring the router are provided in the applicable label switch controller
documents, such as the Label Switch Controller Documentation.

Configuration Criteria

Label switching for VSIsonaBXM card is configured using the cnfrsrc and cnfgbin commands.
Qbin 10 is assigned to label switching. (Refer also to the VS| chapter.)

The cnfgbin Command

The cnfgbin command is used to adjust the threshold for the traffic arriving in Qbin 10 of a given
VSl interface as away of fine tuning traffic delay.

If the cnfgbin command is used to set an existing gbin to disabled, the egress of the connection
traffic to the network is disabled. Re-enabling the gbin restores the egress traffic.

The cnfrsrc Command

The enfrsrc command isused to enable aV Sl partition and to all ocate resourcesto the partition. An
exampl e of acnfrsrc command is shown in the following example. If the cnfrsrc command is used
to disable a partition, those connections are del eted.

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
Port/Trunk : 4.1
Maxi mum PVC LCNS: 256 Maxi mum PVC Bandwi dt h: 26000

Mn Len(1) : 0 Mn Len(2) : O

Partition 1

Partition State : Enabl ed

M ni mum VS| LCNS: 512

Maxi mum VSI LCNS: 7048

Start VSI VPI: 240

End VSI VPI : 255

M ni rum VSI Bandwi dth : 26000 Maxi mum VSI Bandwi dth : 100000

Last Command: cnfrsrc 4.1 256 26000 y 1 e 512 7048 2 15 26000 100000

Next Command:

For this release, two controllers are supported. The user interface will block the activation of
partitions with ID higher than 1 if the card does not support multiple partitions.

When enabling a partition, If [start_VPI, end VPI] of the partition contains any “reserved” VPI, an
error message is displayed and you are prompted for different valuesfor start_VPI, end_VPI. Thus,
if VPI 10isused for control VCson aninterface, then you cannot include VPl 10inany VSl partition
by using the cnfrsrc command. An error message would be displayed.
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A detailed description of the cnfrsrc parametersis provided later in this chapter in the Command
Reference section under the heading cnfrsrc. A brief summary of the parameters and their use is
provided in Table 16-4.

Table 16-4 cnfrsrc Parameter Summary

Parameter Example

(cnfrsrc) Value Description

slot.port 41 Specifies the slot and port number for the BXM.

maxpvclens 256 The maximum number of LCNs allocated for AutoRoute PV Csfor this port.

maxpvcbw 26000 The maximum bandwidth of the port allocated for AutoRoute use.

partition 1.2 Partition number.

ed e Enables or disablesthe VS| partition.

minvsilcns 512 The minimum number of LCNs guaranteed for this partition.

maxvsilcns 7048 The total number of LCNs the partition is allowed for setting up connections.
Cannot exceed the port group max shown by the dspcd command.

vsistartvpi 240 VSl gtarting VPI: 240 and VSI ending VPI: 255. Reserves VPIsin the range of

240-255 for MPLS. Only one VP isreally required, but afew more can be reserved
to save for future use. AutoRoute uses a VPl range starting at 0, so MPL S should
use higher values. It is best to always avoid using VPIs“0” and “1” for MPLS on
the BPX 8650.The range of 240-255 is the range most compatible with a range of

equipment.
vsiendvpi 255 Two VPIs are sufficient for the current release, although it may be advisable to
reserve alarger range of VPIsfor later expansion, for example, VPIs 240-255.
vsiminbw 26000 The minimum port bandwidth allocated to this partitionin cells/sec. Entered

values are ignored.

vsimaxbw 100000 The maximum port bandwidth guaranteed to this partition. The actual bw may be
ashigh asthelinerate. Thisvalueis used for VS QBIN bandwidth scaling.
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Configuration Example

The following initial configuration example for aBPX label switching router is with respect to a
BXM OC-3 card located in slot 4 of the BPX switch, aLabel Switch Controller (Cisco 6400, 7500
or 7200 series router) connected to BXM port 4.1, and with connections to two label switching
routers in the network at BXM ports 4.2 and 4.3, respectively, as shown in Figure 16-9.

Note For label switching, the BXM may operate in either trunk or port mode. Ports may be
configured as either trunks or ports at the same time. They don’t all have to be configured as either
trunks or ports (service).

Figure 16-9 BPX Label Switching Router with BXM in Slot 4

LSsC

3 Master/slave

control link 3
= e =
LVCs 4.2 ! 43 | LVCs
>< BXM ; 3 : x :

BPX ATMLSR ! ‘ § 3 BPX ATM LSR
| BPX i
! Lo
! ‘ B
L LB

BPX ATM LSR

Step1  Logintothe BPX switch.
Step 2  Check the card status by entering the command:
dspcds
The card status, for card in slot 4 in this example, should be “ standby”.
If the card statusis OK, proceed to step 4, otherwise, proceed to step 3.
Step 3 If the card does not come up in standby, perform the following actions as required:
(a) Enter the command:
resetcd 4 h
(b) If theresetcd command does not work, pull the card and re-insert it.

(c) If reseating the card does not work, call Customer Service.
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Step 4

Step 5
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Enter the dspcd command to check the port group max that can be entered for the
maxvsilcn parameter of the cnfr src command. In this exampl e, the maximum valuefor a

port group is 7048.

n4 TN

Super User BPX 15

Detailed Card Display for BXM 155 in slot 4

St at us:

Revi si on:
Serial Nunber:
Fab Nunber:
Queue Size:
Support:

Active

CD18

693313

28-2158-02

228300

FST, 4 Pts, OC 3, Vc

chnl s: 16320, PG 1] : 7048, PG 2] : 7048

P 1]: 1,2,
PG 2]: 3, 4,

Backcard Installed

Type:
Revi si on:
Serial Nunber:

LM BXM
BA
688284

Supports: 8 Pts, OC-3, MW Ml

Last Command: dspcd 4

Next Cormmand:

Apr .

Onthe BXM indlot 4, bring up the ports 4.1, 4.2, and 4.3, asfollows:

4 1999 16:40 PST

Note The following example enables ports 4.1, 4.2, and 4.3 in trunk mode with the
uptrk command, they could also all be upped in port mode using the upport command.
Thisis because label switching and the VSI make no distinction between a*“ port” and a

“trunk.”

uptrk 4.1
uptrk 4.2
uptrk 4.3
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Sample Display:

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:39 PST

TRK Type Current Line Al arm Status O her End
2.1 OC- 3 Cear - K jdal2.1
3.1 E3 Clear - K j 6C(AXIS)
5.1 E3 Clear - K j6al5.2
5.2 E3 Clear - K j3b/3
5.3 E3 Cear - K j 5¢(1 PX/ AF)
6.1 T3 Clear - K jd4al 4.1
6.2 T3 Cear - K j3b/4
4.1 oC-3 Clear - K VSI (VSI)

Last Command: uptrk 4.1

Next Command:

Step 6

Port 4.1 isthe slave interface to the label switch controller. Configure the VS| partitions
for port 4.1 asfollows:

cnfrsrc 4.1
PVC LCNs: [256] { accept default value}
max PV C bandwidth: 26000
y
partition: 1
enabled: e
VS| min LCNs: 512
VS| max LCNs. 7048 {varieswith BXM type
VSl start VPI: 2
VSl end VPI: 15
VS| min b/w: 26000
VS| max b/w: 100000
or with one entry as follows:
cnfrsrc 4.1 256 26000 y 1 e 512 7048 2 15 26000 100000
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Sample Display:

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
Port/Trunk : 4.1
Maxi mum PVC LCNS: 256 Maxi mum PVC Bandwi dt h: 26000

Mn Len(1) : 0 Mn Len(2) : O
Partition 1

Partition State : Enabl ed

M ni mum VSI LCNS: 512

Maxi mum VS| LCNS: 7048

Start VSI VPI: 240

End VSI VPI : 255

M ni mum VSI Bandwi dth : 26000 Maxi mum VS| Bandwi dt h : 100000

Last Command: cnfrsrc 4.1 256 26000 1 e 512 7048 2 15 26000 100000

Next Command:

Note It ispossibleto have PV Cs terminating on the Label Switch Controller itself, as shown in
Figure 16-3. This example reserves approximately 10 Mbps (26000 cells/sec) for PV Cs, and allows
up to 256 PV Cs on the switch port connected to the LSC.

Note The VSl max and min logical connections (LCNs) will determine the maximum number of
label virtual connections (LV Cs) that can be supported on the interface. The number of LVCs
required on the interface depends on the routing topology of the label switch.

Note VSI starting VPI: 240 and VS| ending VPI: 255. Reserves VPIsin the range of 240-255 for
MPLS. Only one VP isreally required, but a few more can be reserved to save for future use.
AutoRoute uses a VPI range starting at 0, so MPLS should use higher values. It is best to always
avoid using VPIs“0" and “1” for MPLS on the BPX 8650. The label switching VPI interface
configuration command can be used on the L SC to override the default values.

Note thelabel switching VPl interface configuration command can be used on the L SC to override
the defaults.

Note TheV Sl rangefor label switching onthe BPX switchisconfiguredasaV Sl partition, usually
VSl partition number 1. VSI VPI 1isreserved for autoroute, so the VSl partition for label switching
should start at VPI 2. Two VPIs are sufficient for the current release, although it may be advisable
to reserve alarger range of VPIsfor later expansion, for example, VPIs 2-15.
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Step 7  Ports 4.2 and 4.3 are connected to other label switch router ports in this example and
support LV Cs across the network. Configure the VSI partitions for ports 4.2 and 4.3 by
repeating the procedures in the previous step, but entering 4.2 and 4.3, where applicable.

cnfrsrc 4.2 256 26000y 1 e 512 7048 2 15 26000 100000
cnfrsrc 4.3 256 26000y 1 e 512 7048 2 15 26000 100000

Maximum VS| LCNs (logical connection numbers) determinethe number of connections
that can be made to each port. For a description of how the LCNs may be assigned to a
port, refer to Configuring VS LCNS on page 14.

If theinterfacesrequire other than amax PV C bandwidth of 10 Mbps or require other than
aPVC LCN configuration of 256, adjust the configuration accordingly.

Step 8 MPLSusesClassof Servicebuffers 10 through 14 for |abel switching connections. Check
the queue buffer configurations for port 4.1, for gbin 10 for example, as follows:

dspgbin 4.1 10

The gbin configuration should be as shown in the following example:

Note VC connectionsaregroupedinto largebufferscalled gbins. (Per-V C queues can be specified
on aconnection-by-connection basis also). In thisrelease, al VS| connections use gbin 10 on each
interface.

Sample Display:
Sanpl e Di spl ay:
n4 TN super user BPX 8620 9.2.20 July 26 1999 23:53 PDT
Qbi n Database 2.2 on BXM gbin 10 (Configured by MPLS1 Tenpl at e)
(EPD Enabl ed on this gbin)
Qbin State: Enabl ed
Di scard Threshol d: 65536 cells
EPD Threshol d: 95%
H gh CLP Threshol d: 100%
EFCI Threshol d: 40%

Last Command: dspgbin 4.1 10
Next Conmmand:

If the gbin is not configured as shown in the example, configure the queues on the ports using the
cnfgbin command:

cnfgbin 4.1 10
enable/disable; e

For all other parameters, accept the (default).

The previous parameters can al so be set for gbin 10 as follows:
cnfgbin 4.1 10 e n 65536 95 100 40
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Sample Display:
Sanpl e Displ ay:
n4 TN super user BPX 8620 9.2.2G July 26 1999 23:57 PDT
Qi n Database 2.2 on BXM ghin 10 (Configured by MPLS1 Tenpl at e)
(EPD Enabl ed on this gbin)
Qbin State: Enabl ed
Di scard Threshol d: 105920 cells
EPD Thr eshol d: 95%
Hi gh CLP Threshol d: 100%
EFCI Threshol d: 40%

Last Command: cnfgbin 4.1 10 e n 65536 95 100 40

Next Conmand

Step 9  Configurethe gbin 10 for ports 4.2 and 4.3 by performing the proceduresin the previous

step, but entering port 4.2 and 4.3 where applicable.
Step 10 Add aV Sl controller to port 4.1, controlling partition 1
addshelf 4.1vsi 11

Note Thesecond“1” intheaddshelf commandisacontroller ID. Controller IDs must
bein the range 1-32, and must be set identically on the LSC and in the addshelf

command. A controller ID of 1 isthe default used by the L SC.
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Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:42 PST
BPX I nterface Shelf |nformation
Trunk Nare Type Al arm
3.1 j 6¢C AXI S M N
5.3 j 5¢c | PX/ AF M N
4.1 VSl VSl K

Last Command: addshelf 4.1 vsi 1 1

Next Command:
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Checking and Troubleshooting

Use the following procedure as a quick checkout of the label switching configuration and operation
with respect to the BPX switch. (Refer also to the VSI chapter for additional information on
configuring queues.)

Step1  Wait awhile, and check whether the controller sees the interfaces correctly;
on the LSC (also referred to as TSC), enter the following command:
tsc# show controllers VS| descriptor

and an example output is:

Note Check the LSC on-line documentation for the most current information.

Phys desc: 4.1

Log intf: 0x00040100 (0.4.1.0)

Interface: sl ave control port

| F status: n/ a | FC state: ACTIVE

Mn VPI: 0 Maxi mum cell rate: 10000

Max VPI : 10 Avail abl e channel s: 999

Mn VCl: 0 Available cell rate (forward): 100000
Max VCl : 65535 Avai l abl e cell rate (backward): 100000

Phys desc: 4.2

Log intf: 0x00040200 (0.4.2.0)

Interface: Ext TagATM2

| F status: up | FC state: ACTIVE

Mn VPI: 0 Maxi mum cel | rate: 10000

Max VPI : 10 Avai | abl e channel s: 999

Mn VCl : 0 Avail able cell rate (forward): 100000
Max VCl : 65535 Avai l abl e cell rate (backward): 100000

Phys desc: 4.3

Log intf: 0x00040300 (0.4.3.0)

Interface: Ext TagATMB

| F status: up | FC state: ACTIVE

Mn VPI: 0 Maxi mum cell rate: 10000

Max VPI : 10 Avai | abl e channel s: 999

Mn VCl : 0 Available cell rate (forward): 100000
Max VCl : 65535 Avail able cell rate (backward): 100000

Step 2 If thereare no interfaces present, first check that card 4 isup,
with, on the BPX switch:
dspcds
and, if the card is not up:
resetcd 4 h

and/or remove the card to get it to reset if necessary.

Note This example assumes that the controller is connected to card 4 on the switch. Substitute a
different card number, as applicable.
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Step 3  Check the trunk status with the following command:
dsptrks

The dsptrks screen should show 4.1, 4.2 and 4.3, with the “Other End” of 4.1 reading
“VSI (VSI)". A typical dsptrks screen example follows:

Sample Display

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:45 PST

TRK Type Current Line Al arm Status O her End
2.1 oC- 3 Cear - K jdal2.1
3.1 E3 Clear - K j 6C(AXIS)
5.1 E3 Clear - K j6al5.2
5.2 E3 Clear - K j3b/3
5.3 E3 Cear - K j 5¢( 1 PX/ AF)
6.1 T3 Clear - K jd4al 4.1
6.2 T3 Cear - K j3b/4
4.1 oC-3 Clear - K VSI (VSI)
4.2 oC-3 Clear - K VSI (VSI)
4.3 oC-3 Clear - K VSI (VSI)

Last Command: dsptrks

Next Command:

Step 4  Enter the dspnode command.
dspnode

The resulting screens should show trunk 4.1 astype VSI. A typical dspnode screen
follows:

Example of dspnode screen.
n4 TN  Super User BPX 15 9.2 Apr. 4 1999 16:46 PST

BPX I nterface Shelf Information

Trunk Nane Type Al arm
3.1 j 6C AXI S M N
5.3 j 5¢c | PX/ AF M N
4.1 VSI VSI (0¢
4.2 VSI VSI oK
4.3 VSI VSI oK

Last Command: dspnode

Next Cormmand:
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Step 5  Enter the dsprsrc command as follows:

dsprsrc4.11
The resulting screen should show the settings shown in the following example;
Sample Display:
n4 TN SuperUser BPX 15 9.2 Apr. 4 1999 16:47 PST

Port/Trunk : 4.1
Maxi mum PVC LCNS: 256 Maxi mum PVC Bandwi dt h: 26000

Mn Len(1) : 0 Mn Len(2) : O
Partition 1

Partition State : Enabl ed

M ni mum VSI LCNS: 512

Maxi mum VS| LCNS: 7048

Start VSI VPI: 240

End VSI VPI : 255

M ni mum VSI Bandwi dth : 26000 Maxi mum VS| Bandwi dt h : 100000

Last Command: dsprsrc 4.1 1

Next Command:

Step 6  Enter the dspgbin command as follows:

dspgbin 4.1 10
The resulting screen should show the settings shown in the following example;
Sample Display:
n4 TN super user BPX 8620 9.2.20 July 26 1999 23:53 PDT
Qi n Database 2.2 on BXM ghin 10 (Configured by MPLS1 Tenpl at e)
(EPD Enabl ed on this gbin)
Qbin State: Enabl ed
Di scard Threshol d: 65536 cells
EPD Thr eshol d: 95%
Hi gh CLP Threshol d: 100%
EFCl Threshol d: 40%

Last Command: dspgbin 4.1 10

Next Command:

Step 7 If interfaces 4.2 and 4.3 are present, but not enabled, perform the previous debugging
steps for interfaces 4.2 and 4.3 instead of 4.1, except for the dspnode command, which
does not show anything useful pertaining to ports 4.2 and 4.3.
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Step 8

Step 9

Step 10

Step 11

Step 12

Step 13

Step 14

Try aping on the label switch connections. If the ping doesn't work, but all the label
switching and routing configuration looks correct, check that the L SC (also known as
TSC) has found the V Sl interfaces correctly by entering the following command at the
LSC:

tsc# show tag int

If the interfaces are not shown, re-check the configuration of port 4.1 on the BPX switch
as described in the previous steps.

If the VSI interfaces are shown, but are down, check whether the L SRs connected to the
BPX switch show that the lines are up. If not, check such items as cabling and
connections.

If the LSCs and BPX switch show the interfaces are up, but the L SC doesn't, enter the
following command on the L SC:

tsctt reload

If the“ show tag int” showsthat the interfaces are up, but the ping doesn't work, enter the
follow command at the LSC:

tsc# sho tag tdp disc
The resulting display should show something similar to the following:

Local TDP Identifier:
30.30.30.30:0
TDP Di scovery Sources:
Interfaces:
Ext TagATM2. 1: xmt/recv
Ext TagATMB. 1: xmt/recv

If the interfaces on the display show “xmit” and not “xmit/recv”, then the LSC is sending
TDP messages, but not getting responses. Enter the following command on the
neighboring L SRs:

tsc# sho tag tdp disc

If resulting displays also show “xmit” and not “xmit/recv”, then one of two thingsis
likely:

(@) ThelLSCisnot ableto set up VSl connections

(b) ThelLSCisableto set up VSI connections, but cells won't be transferred because
they can't get into a queue

Check the VS| configuration on the switch again, for interfaces 4.1, 4.2, and 4.3, paying
particular attention to:

(a) maximum bandwidths at least a few thousands cells/sec
(b) gbins enabled
(© al gbin thresholds non-zero

Note VSl partitioning and resources must be set up correctly on theinterface connected
tothe LSC, interface 4.1 in this example, as well as interfaces connected to other label
switching devices.
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Provisioning and Managing Connections

Instructions for configuration of the BPX switch including the setting of VS| partitions for label
switching are provided in this document. Adding (provisioning) and administering connectionsis
performed from the Label Switch Controller. For further information onthe Label Switch Controller,
refer to Label Switching for the Cisco 7500/7200 Series Routers.

Statistics

Statistics are monitored viathe Label Switch Controller. Refer to the Cisco SrataView Plus
Operations Guide for information on monitoring statistics.
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Command Reference

This section provides adescription of the BPX switch and L SC commands referenced in this chapter
on label switching. They are presented in the following order:

BPX Switch Commands

A summary of thefollowing commandsis provided in this section. For compl ete descriptions of user
and superuser commands, refer to the Cisco WAN Switch Command Reference and the Cisco WAN
Switch SQuperuser Command Reference documents.

® addctrlr
® addshelf
® cnfgbin
® cnfrsrc
® ddctrlr
® dspcd
® dspcds
® dspctrirs
® dspnode
® dspgbin
® dsprsrc
® dsptrks
® reseted
® upport
® uptrk

LSC Commands

tsc# show controller vsi descriptor
tsc# show tag int

tsc# reload

tsc# sho tag tdp disc

For the L SC command reference information, refer to the appropriate router 7200 or 7500 source
documentation.
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addctrlr

Adds VSl capabilitiesto atrunk interface to which afeeder of type AALS is attached. The addctrlr
command is used only to connect a Private Network-to-Network | nterface (PNNI) controller. PNNI
controller software resides on the SES hardware.

The addctrlr command is the second step in the adding of a PNNI controller to a BPX node.

Thefirst step isto run the command addshelf with shelf type set to " X" to add a AALS feeder. This
ensures that Annex G protocol runs between the BPX and the SES.

Then run the addctrir command to set up the VS control channels from the PNNI SES controller to
the VS| slave processes running on the BXM cards to ensure full VSl functionality for the PNNI
controller. You execute the addctrlr command on an existing AAL/5 interface shelf.

Also note that you can add a PNNI controller to atrunk interface only if the interface aready has an
active VSl partition corresponding to the partition that is controlled by the PNNI controller. Suppose
aPNNI controller controlling the partition " 1" were added to an trunk interface 12.1. Then it would
be necessary that a VSl partition corresponding to partition "1" be active on the interface 12.1.
Otherwise the addctrir command would fail.

When you add VSl controller capabilities onto an AAL/5 interface shelf (or feeder), the switch
software prompts you for the specifics of the VSI controller:

® controller ID of the PNNI contoller

® partition ID of the VSI partitions controlled by the PNNI controller

® VPl used for the VSI control channels set up by the PNNI controller

® Start VCI value for the VSI control channels set up by the PNNI controller

There could be 12 BXM cards on the BPX node and the PNNI controller would control VS
partitions on those BXM cards that support VS| capability. Hence a separate VS| control channel
must be set up from the PNNI control to each BXM card that supports VSl.

Suppose you specify a VPl value of 0 and start VCI value of 40 for the VSI control channels. Then
the control channel corresponding to any BXM card on slot 1 would use VPI, VVCI values <0, 40>.
The VSI control channels to other slots would use the VPI, VCI values of <0, 40+slot-1>, where
"dot" corresponds to the slot number of the BXM card.

Note ESP 2.x interface shelves can still be configured; however, an ESP 2.x shelf cannot coexist
with an AAL/5 interface shelf with VSl configured on the same node. The Annex G capabilities of
the AAL/5 interface shelf are the same asin Release 9.1.

Caution For feeder trunk interfaces, the addctrIr command will fail if the AutoRoute connections
terminating on the feeder interface use the same VPI VCI as those specified for theV Sl control
channels.You must del ete the connections before proceeding if connectionswith VPI and VCI inthe
range exist in the range you specified.

The addition of a controller to anode will fail if there are not enough channel s available to set up the
control VCsin one or more of the BXM daves.

Full Name
Add VSl capabilitiesto a AALS feeder interface.
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Syntax

addctrlr < dot.port> <controller id> <partition id> <control _vpi> <start_vci>

Parameters—addctrir

Parameter Description

<slot.port> Slot and Port numbers corresponding to the feeder trunk

<controller-id> Controller ID corresponding to the PNNI controller. Vaues: 1 - 32
<partition-id> Partition ID of the VS| partition controlled by the PNNI controller

<control_vpi> Starting VPI of the VSI control channels used for communication between the VS

master residing on the SES and VS| davesresiding on the BXM cards. There can
be atotal of 12 such channels one for each dave residing on each BXM card.

For atrunk interface with NNI header type:
Valid values for this parameter are: 04095

For atrunk interface with UNI header type
Valid values for this parameter are: 0-255.

Default value: 0

<start_vci> Starting VCI of the VS| control channels. Thisvci valueis assigned to thefirst VS
control channel (between the VS| master and the VS| dave residing on the BXM
cardinslot 1). Thelast VSI control channd corresponding to communication with
the VSl slave on slot 14 will use the vci value of (<start_vci>+14-1).

Thevalid values are: 33 — 65521.
Default value: 40

Related Commands
addshelf, delctrlr, dspctrirs

Attributes
Privilege Jobs Log Node Lock
1 No Yes BPX Yes
Example 1

addctrlr 10.4 3 2 0 40

Description
Add controller to port 4 on dot 10, , partition ID of 2, and controller ID of 3.
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System Response

ni ght TN  StrataCom BPX 8600 9.2.00 Apr. 11 1998 14:31 GMI

BPX Controllers |Information

Trunk Nare Type Part Id crl ID  Crl IP State
10.3 PNNI 'Sl 1 1 192.0.0.0 Enabl ed
11.1 'Sl 'Sl 2 2 192.0.0.0 Di sabl ed

Warningpartitional readyi nusedoyouwant toaddredundant controller

Last Command: addctrlr 10.4 3 2 0 40

Next Cormmand:

Description
Adds a controller, such aPNNI controller, to aBPX interface shelf.

System Response

ni ght TN  StrataCom BPX 8600 9.2.00 Apr. 11 1998 14:31 GMI

BPX Controllers |Information

Trunk Nare Type Part Id crl ID Crl IP State
10.3 PNNI 'Sl 1 1 192.0.0.0 Enabl ed
11.1 Vsl 'Sl 2 2 192.0.0.0 Di sabl ed

Warningpartitional readyinusedoyouwant toaddredundant controller

Last Command: addctrlr 10.3 3 1 0 40

Next Cormmand:
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addshelf

Addsan ATM link between aBXM card on aBPX node and alabel switch controller such as Cisco
6400 or series 7200 or 7500 router.

Syntax
Label switch controller:

addshelf <dlot.port> <device-type> <control partition> <control |D>
Interface shelf:

addshelf <dlot.port> <shelf-type> <vpi> <vci>

MPLS (Multiprotocol Label Switching) controller:

addshelf <trunk slot.port> v <ctrlr id> <part id> <control vpi> <control vci start> <redundant ctrlr
warning>

Examples
Label switch controller: addshelf 4.1vs 11

Interface shelf: addshelf 12.1 A 21 200

Attributes
Privilege Jobs Log Node Lock
1-4 Yes Yes BPX switch for label switch controller, Yes
BPX switch and IGX switch for IPX and
IGX shelves,

BPX switch for the MGX 8220

Related Commands
delshelf, dspnode, dsptrk, dspport
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Description for Label Switching

For label switching, before it can carry traffic, the link to alabel switch controller must be “upped”
(using either uptrk or upport) at the BPX node. Thelink can then be “added” to the network (using
addshelf). Also, the link must be free of major alarms before you can add it with the addshelf
command.

Note Onceaport onthe BXM isuppedin either trunk or port mode by either the uptrk or upport
commands, respectively, all other ports can only be “upped” in the same mode.

Table 16-5 Label Switching Parameters—addshelf
Parameter Description
slot.port Specifiesthe BXM dlot and port number. (The port may be configured for either

trunk (network) or port (service) mode.)

device-type vsi, which is“virtual switch interface” and specifies avirtual interface to alabel
switch controller (LSR) such as a 7200 or 7500 series router.

control partition -

control ID Control IDs must be in the range 1-32, and must be set identically on the LSC and
in the addshelf command. A control ID of “1” isthe default used by the label
switch controller (LSC).

Example for Label Switching

Add alabel switch controller link to aBPX node, by entering the addshelf command at the desired
BXM port asfollows:

addshelf 4.1 vsi 11

Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
BPX I nterface Shelf Infornation
Trunk Nare Type Al arm
5.1 j 6C AXI'S M N
5.3 j 5¢ | PX/ AF M N
4.1 VSI VSI oK

Last Command: addshelf 4.1 vsi 1 1

Next Command:
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Description for Interface Shelves
An interface shelf can be one of the following:

® An MGX 8220 connected to a BPX node.
® AnIPX or IGX node connected to a BPX node that serves as a hub for the IPX/AF or IGX/AF.
® AnIGX node connected to an IGX routing node that serves as a hub for the IGX/AF.

The signaling protocol that applies to the trunk on an interface shelf is Annex G.

Each IPX/AF, IGX/AF, or MGX 8220 has one trunk that connectsto the BPX or IGX node serving
as an access hub. A BPX hub can support up to 16 T3 trunks to the interface shelves. An IGX hub
can support up to 4 trunks to the interface shelves.

Before it can carry traffic, the trunk on an interface shelf must be “ upped” (using uptrk) on both the
interface shelf and the hub node and “added” to the network (using addshelf). Also, atrunk must be
free of major alarms before you can add it with the addshelf command

Table 16-6 Interface Shelf Parameters—addshelf

Parameter Description

dot.port (trunk) sot.port
Specifies the slot and port number of the trunk.

shelf-type | or A orX
On aBPX node, shelf type specifies the type of interface shelf when you execute
addshelf. The choicesare | for /AF or IGX/AF, A for the MGX 8220, P for EPS
(Extended Services Processor, atype of Adjunct Processor Shelf), V for VSI, or X
for the MGX 8800.

Vpi vCi Specifiesthe vpi and vci (Annex G vpi and vci used). For the MGX 8220 only, the
valid range for vpi is 5-14 and for vci is 16-271. For an IGX/AF interface shelf,
the valid range for both vpi and vci is 1-255.

control_vpi Choose the value for <control_VPI> such that:

if <control_VPI> = 0, <control_VCI_start> can be set to avalue > 40.

If any VS| partition exists on the interface, then control_VPI < start_ VPl or
control_VPI >end_VPI for al partitions on that interface. An error message
appearsif the control VPI fallsinto the VPI range belonging to a VSl partition.

No AutoRoute connection exists on (VPl.start_VCI to VPl .start VCI+14). If any
AutoRoute connection exists on these VPI/V CI values, you are not allowed to use
these VPI/VCI values.

This VPI isreserved for control VCs.
Default =0

control_vci_start

Default = 40

The (VPI.VCI) of the 15 control VCsis:
(control_VPI.control_VCI_start) to (control_VPl.control_VCI_start+14).

The control VC used for dot n (1<= n<=15) is:
(control_VPl.control_VCI_start + n-1).
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Example for Interface Shelves

Addan MGX 8220 at trunk 11.1. After you add the shelf, the screen displays a confirmation message
and the name of the shelf. Add the MGX 8220 (may be referred to in screen as AX1S) asfollows:

addshelf 11.1a
The sample display showsthe partial execution of the command with the prompt requesting that the

I/F type be entered:
Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
BPX I nterface Shelf Infornation
Trunk Nane Type Al arm
1.3 AXI S240 AXIS oK
11.2 A242 AXI'S oK

This Conmand: addshelf 11.1

Enter Interface Shelf Type: | (IPX AF), A (AXIS)
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cnfgbin

Label switched VC connections are grouped into large buffers called gbins. This command
configures the Qbins. For the EFT release of label switching, gbins 10 through 14 are used for
|abeled switch connections.

(Refer dso to the VSI chapter for additional information on configuring queues.)

Syntax

cnfgbin <dot.port> <Qbin_#> <e/d> y/n <Qbin discard_thr> <Low EPD thr> <CL Phi>
<EFCI_thr>

Example
cnfgbin 13.4 10 E 0 65536 6095 80100 40

Attributes
Privilege Jobs Log Node Lock
BPX switch

Related Commands

dspgbin

Parameters—cnfgbin

Parameter Description

slot.port dot.port
Specifies the slot and port number for the BXM.

gbin number Specifies the number of the gbin to be configured.

ed Enables or disables the gbin.

y/n You enter “n” not to accept default values, so you can configure the following
parameters.

gbin discard threshold

Low EPD threshold

High CLP threshold Specifies a percentage of the gbin depth. When the threshold is exceeded, the node
discards cells with CLP=1 in the connection until the gbin level falls below the
depth specified by CLP Lo.

EFCI threshold Explicit Forward Congestion Indication.The percentage of Qbin depth that causes
EFCI to be set.
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Description
The following example shows the configuration of a BXM gbin on port 4.1 for label switching.

Example
Configure agbin by enabling it and accepting the defaults for the other parameters:

cnfgbin 4.1 10 e n 65536 95 100 40

Qi n Database 2.2 on BXM ghin 10 (Configured by MPLS1 Tenpl at e)
(EPD Enabl ed on this gbin)

Qbin State: Enabl ed

Di scard Threshol d: 105920 cells

EPD Thr eshol d: 95%

Hi gh CLP Threshol d: 100%

EFCI Threshol d: 40%

Last Command: cnfgbin 4.1 10 e n 65536 95 100 40

Next Conmand
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cnfrsrc

This command configures resources among AutoRoute PVCs and VS| partitions. Refer to the VSI chapter
for additional information on configuring resources. See the Cisco WAN Switching Command Reference for
more detail.

Syntax
cnfrsrc <dlot.port.virk>

or

cnfrsrc <slot>.<port>.<vtrk> <maxpvclcns> <maxpvcbw> <partition> <e/d> <minvsilcns>
<maxvsilcns> <vsistartvpi> <vsiendvpi><vsiminbw> <vsimaxbw>

Example
cnfrsrc 4.1 256 26000 1 e 512 7048 2 15 26000 100000

Attributes
Privilege Jobs Log Node Lock
1-6 No No BPX No

Related Commands
dsprsrc

Parameters—cnfrsrc

Parameter Description
slot.port Specifies the slot and port number for the BXM.
maxpvclcns The maximum number of LCNs allocated for AutoRoute PV Cs for this port. For

trunks there are additional LCNs allocated for AutoRoute that are not configurable.

The dsped <slot> command displays the maximum number of LCNs configurable
viathe cnfrsrc command for the given port. For trunks, “configurable LCNS’
represent the LCNs remaining after the BCC has subtracted the “additional LCNs”
needed.

For aport card, alarger number is shown, as compared with a trunk card.
Setting this field to zero would enable configuring al of the configurable LCNs to

the VSI.
maxpvchw The maximum bandwidth of the port allocated for AutoRoute use.
partition Partition number.
ed Enables or disablesthe VSI partition.
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Parameter

Description

minvsilcns

The minimum number of LCNs guaranteed for this partition. The VSI controller
guarantees at least this many connection endpoints in the partition, provided that
there are sufficient free LCNs in the common pool to satisfy the request at the time
the partition is added. When a new partition is added or the value is increased, it
may be that existing connections have depleted the common pool so that there are
not enough free LCNs to satisfy the request. The BXM gives priority to the request
when LCNs are freed. The net effect is that the partition may not receive all the
guaranteed LCNs (min LCNSs) until other LCNs are returned to the common pool.

This value may not be decreased dynamically. All partitions in the same port group
must be deleted first and reconfigured in order to reduce this value.

The value may be increased dynamically. However, this may cause the “ deficit”
condition described above.

The command lineinterface warns the user when the actionisinvalid, except for the
“deficit” condition.

To avoid this deficit condition which could occur with maximum LCN usage by a
partition or partitions, it is recommended that all partitions be configured ahead of
time before adding connections. Also, it is recommended that all partitions be
configured before adding a VSl controller via the addshelf command.

maxvsilcns

The total number of LCNs the partition is allowed for setting up connections. The
min LCNsisincluded in this calculation. 1f max LCNs equals min LCNSs, then the
max LCNs are guaranteed for the partition.

Otherwise, (max - min) LCNs are allocated from the common pool on aFIFO basis.

If the common pool is exhausted, new connection setup requests will be rejected
for the partition, even though the max L CNs has not been reached.

Thisvalue may be increased dynamically when there are enough unallocated LCNs
in the port group to satisfy the increase.

The value may not be decreased dynamically. All partitionsin the same port group
must be deleted first and reconfigured in order to reduce this value.

Different types of BXM cards support different maximums. If you enter avalue
greater than the allowed maximum, a message is displayed with the allowable
maximum.

vsistartvpi

VSl starting VPI: 240 and VS| ending VPI: 255. Reserves VPIsin the range of
240-255 for MPLS. Only one VP isreadlly required, but afew more can be reserved
to save for future use. AutoRoute uses a VPl range starting at 0, so MPL S should
use higher values. It is best to always avoid using VPIs“0” and “1” for MPLS on
the BPX 8650. The label switching VPI interface configuration command can be
used on the L SC to override the default values.

vsiendvpi

Two VPIs are sufficient for the current release, although it may be advisable to
reserve alarger range of VPIsfor later expansion, for example, VPIs 240-255.

vsiminbw

The minimum port bandwidth allocated to this partition in cells/sec. (Multiply by
400 based on 55 bytes per ATM cell to get approximate bits/sec.)

vsimaxbw

The maximum port bandwidth allocated to this partition. Thisvalueisused for VS|
QBIN bandwidth scaling.

Description

The following paragraphs describe various configurations of BXM port resources for label
switching. The first allocation exampleis using default allocations. The second alocation example
describes more rigorous all ocations where default allocations are not applicable.
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Useful Default Allocations

Reasonable default values for all ports on all cards are listed in Table 16-7. If these values are not
applicable, then other values may be configured using the cnfr src command.

Table 16-7 Port Connection Allocations, Useful Default Values
Useful
Default
Connection Type Variable  Value cnfrsrc cmd parameter
AutoRoute LCNs a(x) 256 maxpvclcns
Minimum VS| LCNsfor partition 1 ny(x) 512 minvsilcns
Maximum VS| LCNsfor partition 1 my(x) 7048 maxvsilcns

Different types of BXM cards support different
maximums. If you enter avalue greater than the
alowed maximum, amessageis displayed with
the allowable maximum

Here, a(x) = 256, ny(x) = 512, and my(x) = 16384.

Example:
Configure the VSI partition for port 4.1 by entering the following command:

cnfrsrc 4.1 256 26000 1 e 512 16384 2 15 26000 100000

Sanpl e Di spl ay:

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
Port/Trunk : 4.1

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandwi dt h: 26000

Mn Len(1) : 0 Mn Len(2) : O

Partition 1

Partition State : Enabl ed

M ni mum VS| LCNS: 512

Maxi mum VSI LCNS: 7048

Start VSI VPI: 240

End VSI VPI 255

M ni mrum VSI Bandwi dth : 26000 Maxi mum VS| Bandwi dth : 100000

Last Comand:

Next Command:

cnfrsrc 4.1 256 26000 1 e 512 7048 2 15 26000 100000
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Details of More Rigorous Allocations

Figure 16-10

Morerigorousall ocations are possible when default values are not applicable. For example, the LCN
alocations for a port group must satisfy the following limit:

sum(a(x))+sum(ny(x))+t* 270<=g

Inthisexpression, “a(x)” represents AutoRoute LCNSs, “nq (x)” represents the guaranteed minimum
number of VSI LCNs, “t” isthe number of portsin the port group that are configured as AutoRoute
trunks, and “g” isthe total number of LCNs available to the port group. Figure 16-10 showsthe
relationship of these elements.

The “270" value reflects the number of LCNs which are reserved on each AutoRoute trunk for
internal purposes. If the port is configured in port rather than trunk mode, “t” = 0, and t*270 drops
out of the expression.

Port VSI Partition LCN Allocation Elements

Port group LCNs
Unallocated LCNs in common pool "g"  (€-9-8192)
7= available on a FIFO basis to port VSI
partitions that exceed their configured
guaranteed minimum LCN settings.
g = port group sum n(x) —
common pool, —|
e.g., 8192
sum a(x) —|
L | ool <
t*270 N
S

Note Label switching can operate on a BXM card configured for either trunk (network) or port
(service) mode. If aBXM card is configured for port (service) mode, all ports on the card are
configured in port (service) mode. If aBXM card is configured for trunk (network) mode, all ports
on the card are configured for trunk (network) mode. When the card is configured for trunk mode,
the trunks reserve some connection bandwidth.

In the following expression, “z;" equals the number of unallocated LCNs in the common pool of
LCNsavailablefor use by the port VSI partitions. Thevalue of “z,” isthe number of LCNsavailable
after subtracting the AutoRoute LCNs[sum (a(x) ], VSI LCNs[sum (ny (x) )], and LCNsfor trunk
use [t*270] from the total number of LCNs*“g" available at the port. For aBXM card with ports
configured in “port” mode, “t” = 0.

z;=(g- sum(a(x)) -sum( ny(x) -t* 270)
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When aport partition has exhausted its configured guaranteed LCNs (min LCNSs), it may draw LCNs
for new connections on a FIFO basis from the unallocated LCNs, “z;”, until its maximum number
of LCNs, “my(x)”, isreached or the poal, “z1", is exhausted.

No limit is actually placed on what may be configured for “m4 (x)”, although “m, (x)” is effectively
ignored if larger than “z; + ny”. The value “my (x)” is a non-guaranteed maximum value of
connection spaces that may be used for anew connection or shared by anumber of connectionsat a
given timeif there are a sufficient number of unallocated “LCNsavailablein“z,”. Thevaluemq (x)
typicaly is not used in Release 9.2, but in future releases allows more control over how the LCNs
are shared among multiple VS| partitions.

The following two examples, one for aBXM in port mode and the other for aBXM in trunk mode,
provide further detail on the allocation of connections.

Example 1, 8-Port OC-3 BXM Configured in Trunk Mode

This exampleisfor an 8-port OC-3 BXM configured for trunk mode with all ports configured as
trunks. Table 16-9 lists the configured connection space (LCN) allocations for each port of “a(x)”,
“ny (X)”, and “my (x)”. It also showsthe unallocated L CN pooal, “z,” for each port group and the total
common pool access, “g”.

Note LCN isthevariable affected when configuring connection space allocationsusing thecnfrsrc
command.

The port groups in the example are ports 1-4 and 5-8, and the maximum number of connection
spaces (LCNs) per port group is 8192 for this 8-port-OC-3 BXM card. The allocations for ports 1-4
are shown in Figure 16-11. The allocations for ports 5-8 are similar to that shown in Figure 16-11,
but with correspondingly different vaues.

Asshownin Figure 16-12, “g” isthe total number of connection spaces (LCNs) available to port
group 1-4 and is equal to 8192 LCNsin this example. To find the number of unallocated LCNs
available for use by port partitions that exhaust their assigned number of LCNSs, proceed asfollows:

From “g", subtract the sum of the AutoRoute connections, “a (x)”, and the sum of minimum
guaranteed LCNs, “nq (x)". Also, since the portsin this example are configured in trunk mode, 270
L CNs per port are subtracted from “g”. Since there are four ports, “t” equals “4” in the expression
“t*270". The resulting expression is as follows:

2=(g-sum(a(x)) - sum(ny (x)) - t* 270)
Theremaining pool of unallocated LCNsis*z," asshown. This pool isavailablefor use by ports 1-4
that exceed their minimum VS| LCN allocations “nl (x)” for partition 1.

The maximum number of L CNsthat aport partition can access on aFIFO basisfrom the unallocated
pool “z,” for new connections can only bring its total allocation up to either “(z; + ny (X)) or
my(x)”, whichever valueis smaller. Also, since “z;" is a shared pool, the value of “z;” will vary as
the common pool is accessed by other port partitions in the group.

The values shown in Table 16-8 are obtained as follows:
¢ For ports 1-4:
2)=(g- sum(a(x)) - sum( ny(x) -4+270)
and factoring in the sum of a (x) and the sum of n; (x), the above expression eval uates to:
= (8192 - (185) - (3100) -4*270) = 3827 unallocated L CNs
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The values shown in Table 16-8 for the port group containing ports 1-4 may be summarized as
follows:

Port 1 isguaranteed to be ableto support 120 A utoRoute connections (PV Cs) and 3000 label
VCs (LVCs). It will not support more than 120 PV Cs. It may be able to support up to 3500
LV Cs, subject to availability of unallocated LCNs*z;” on a FIFO basis. Since “m; (1)” of
3500 islessthan “z;” of 3827, the most LV Cs that can be supported are 3500.

Port 2 will support up to 50 PV Cs, and no more. It will support no LVCs, as“m;(2)” = 0.

Port 3 is guaranteed to support up to 15 PVCs, and no more. It is not guaranteed to support
any LVCs, but will support up to:

3827 LV Cs, subject to availability of unallocated LCNs* z;” onaFIFO basis. The configured
maximum limit “m4(3)” of 7048 LCNsisignored, asit isgreater than the unallocated L CNs,
“z,", of 3827.

Port 4 supports no PV CS. It is guaranteed to support 100 LV Cs, and no more.

¢ For ports 5-8:

z;=(g- sum(a(x)) -sum (ny(x) -4*270)
and factoring in the sum of a (x) and the sum of nq (x), the above expression eval uates to:

= (8192 - (6100) - (310) - 4*270) = 702 unallocated LCNs

The values shown in Table 16-8 for the port group containing ports 5-8 may be summarized as
follows:

Port 5will support 6000 PV Cs, and at least 10 LV Cs. It will support upto 712 LV Cs, subject
to availability of the 702 unallocated LCNs*z,” on aFIFO basis. The configured maximum
limit “m4(5)” of 7048 isignored, asit is greater than 712 (the unallocated 702 LCNs in the
“z,” pool plusthe 10 LCN guaranteed minimum already allocated from the common pool
“g" of 8192 LCNs).

Port 6 will support no PV Cs. It will support up to 100 LV Cs subject to available LCNSs, but
is not guaranteed to be able to support any LVCs.

Port 7 is guaranteed to be able to support 100 PV Cs and 200 LV Cs. It will not support any
more.

Port 8 will support no PV Cs. It is not guaranteed to be able to support more than 100 LV Cs,
but will support up to 802 LV Cs, subject to the availability of the 702 unallocated LCNs* z,”
on aFIFO basis. The configured maximum limit “m4(8)” of 2100 LVCSisignored, asitis
greater than 802 (the number of unallocated 702 LCNsin the “z;” pool plusthe 100 LCN
guaranteed minimum already allocated from the common pool “g” of 8192 LCNSs).
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Table 16-8 LCN Allocations for 8-port OC-3 BXM, Ports Configured in Trunk Mode

Total LCNS available

Z, = to Port VSI Partition =
unallocate  min (zq + nq(x), max
Port (x) a(x) nq(x) m;(x) d LCNs mj (X))
Port Group 1
1 120 3000 3500 3827 3500
2 50 0 0 3827 0
3 15 0 7048 3827 3827
4 0 100 100 3827 100
Sum, forx=1 185 3100 N/A N/A
through 4
Port Group 2
5 6000 10 7048 702 712
6 0 0 100 702 100
7 100 200 200 702 200
8 0 100 2100 702 802
Sumforx=5 6100 310 N/A N/A

through 8

Figure 16-11 LCN Allocations for Ports 1-4, Ports Configured in Trunk Mode Example

g = port group
common pool, —|
e.g., 8192

sum n(x) —

sum a(x) —|

Unallocated LCNs in common pool "g"

Port group LCNs
(e.g. 8192)

available on a FIFO basis to port VSI
partitions that exceed their configured
guaranteed minimum LCN settings (e.g., 3827)

n(4) = 100

n(3) =05

n2)=0

n(1) = 3000

a4)=0

a(3) = 15

a(2) = 50

a(1) =120

t*270 = 1080

12145
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Example 2, 8-Port OC-3 BXM Configured in Port Mode

BXM ports configured for port mode rather than trunk mode have more connection spaces available
for use by the LV C connections asiit is not necessary to provide connection spaces for use by the

AutoRoutetrunks. Thisexampleisfor an 8-port OC-3 BXM configured for port mode, with al ports
configured as ports. Table 16-9 liststhe configured connection space (LCN) allocationsfor each port

of “a(x)”, “ny (x)”, and “my (x)". It also shows the unallocated LCN pool, “z,” for each port group
and the total common pool access, “g".

Note LCN isthevariable affected when configuring connection space allocationsusing the cnfrsrc
command.

The port groups in the example are ports 1-4 and 5-8, and the maximum number of connection
spaces (LCNs) per port group is 8192 for this 8-port-OC-3 BXM card. The allocations for ports 1-4
are shown in Figure 16-12. The allocations for ports 5-8 are similar to that shown in Figure 16-12,
but with correspondingly different vaues.

Asshownin Figure 16-12, “g” isthe total number of connection spaces (LCNs) available to port
group 1-4 and is equal to 8192 LCNSsin this example. To find the number of unallocated LCNs
available for use by port partitions that exhaust their assigned number of LCNSs, proceed asfollows:

From “g", subtract the sum of the AutoRoute connections, “a (x)”, and the sum of minimum
guaranteed LCNSs, “nq (x)”. Also, since the portsin this example are configured in port mode, “t”
equals zero in the expression “t*270". Thisisindicated as follows:

z3=(g-sum(a(x))-sum(n; (x))-t* 270)
Theremaining pool of unallocated LCNsis*z," asshown. This pool isavailablefor use by ports 1-4
that exceed their minimum VS| LCN allocations “nl (x)” for partition 1.

The maximum number of LCNsthat aport partition can access on aFIFO basisfrom the unallocated
pool “z1" for new connections can only bring its total allocation up to either “(z; + ny (X)) or
my(x)”, whichever valueis smaller. Also, since “z;" is a shared pool, the value of “z;” will vary as
the common pool is accessed by other port partitions in the group.

The values shown in Table 16-9 are obtained as follows:
¢ For ports 1-4:
2)=(g- sum(a(x)) -sum( ny(x) -0* 270)
which simplifiesto:
21=(g- sum(ax)) -sum( ny(x))
and factoring in the sum of a (x) and the sum of n; (x), the above expression eval uates to:
= (8192 - (185) - (3100) ) = 4907 unallocated LCNs

The values shown in Table 16-9 for the port group containing ports 1-4 may be summarized as
follows:

— Port 1isguaranteed to be ableto support 120 A utoRoute connections (PV Cs) and 3000 label
VCs (LVCs). It will not support more than 120 PV Cs. It may be able to support up to
3500 LV Cs, subject to availability of unallocated LCNs*z;” onaFIFO basis. Since*m; (1)”
of 3500 islessthan “z;” of 4907, the most LV Cs that can be supported are 3500.

— Port 2 will support up to 50 PV Cs, and no more. It will support no LVCs, as“m;(2)” = 0.
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Port 3 is guaranteed to support up to 15 PV Cs, and no more. It is not guaranteed to support

any LV Cs, but will support up to:
4907 LV Cs, subject to availability of unallocated LCNs*“z;" onaFIFO basis. The configured

maximum limit “m;(3)” of 7588 LCNsisignored, asitisgreater than the unallocated L CNSs,
“z,", of 4907.

Port 4 supports no PVCS. It is guaranteed to support 100 LV Cs, and no more.

For ports 5-8:

z;=(g- sum(ax)) -sum( nq(x) -0*270)

which simplifiesto:

z1=(9- sum (a(x)) -sum( ny(x))
and factoring in the sum of a (x) and the sum of n; (x), the above expression evaluates to:

= (8192 - (6100) - (310) ) = 1782 unallocated LCNs

The values shown in Table 16-9 for the port group containing ports 5-8 may be summarized as
follows:

Port 5will support 6000 PV Cs, and at least 10 LV Cs. It will support upto 1792 LV Cs, subject
to availability of the 1782 unallocated LCNs*z,” on aFIFO basis. The configured maximum
limit“m,(5)" of 7588 isignored, asitisgreater than 1792 (the unallocated 1782 LCNsinthe
“z,” pool plusthe 10 LCN guaranteed minimum already allocated from the common pool
“g" of 8192 LCNs).

Port 6 will support no PV Cs. It will support up to 100 LV Cs subject to available LCNSs, but
is not guaranteed to be able to support any LVCs.

Port 7 is guaranteed to be able to support 100 PV Cs and 200 LV Cs. It will not support any
more.

Port 8 will support no PV Cs. It is not guaranteed to be able to support more than 100 LV Cs,
but will support up to 1882 LV Cs, subject to availability of the 1782 unallocated LCNs “z;”
on aFIFO basis. The configured maximum limit “m4(8)” of 2100 LVCSisignored, asitis
greater than 1882 (the number of unallocated 1782 LCNsinthe“z1” pool plusthe 100 LCN
guaranteed minimum already allocated from the common pool “g” of 8192 LCNSs).
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Table 16-9 LCN Allocations for 8-Port OC-3 BXM, Ports Configured in Port Mode

Total LCNS available to
Z, = Port VSI Partition =
unallocated min (z; +nq(x), max my

Port (x) a(x) nq(x) m4(x) LCNs x))
Port Group 1
1 120 3000 3500 4907 3500
2 50 0 0 4907 0
3 15 0 7588 4907 4907
4 0 100 100 4907 100
Sum, forx =1 185 3100 N/A N/A
through 4
Port Group 2
5 6000 10 7588 1782 1792
6 0 0 100 1782 100
7 100 200 200 1782 200
8 0 100 2100 1782 1882
Sumforx=5 6100 310 N/A N/A
through 8

Figure 16-12 LCN Allocations for Ports 1-4, Ports Configured in Port Mode Example

g = port group

common pool, —|

e.g., 8192

sum n(x) —

sum a(x) —|

Unallocated LCNs in common pool "g"

available on a FIFO basis to port VSI
partitions that exceed their configured

Port group LCNs
(e.g.8192)

guaranteed minimum LCN settings (e.g., 4907)

n(4) = 100
n(3) =05
n2)=0
n(1) = 3000
a(4)=0
a(3) =15
a(2) =50
a(l) =120
t*270=0
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delctrlr

Deletes VS| capabilities on atrunk interface to which a Feeder of type AALS is attached. Use this
command to delete acontroller, suchasaSES PNNI controller, from aBPX node. It deletesthe VS|
control channels used to communicate between the VS| master on the PNNI controller and the VS|
daves on the BXM cards.

You run this command asthe first step in deleting a PNNI controller from a BPX node. The second
step isto run the command delshelf to delete the AALS feeder.

(Do not use delctrir to delete aV Sl Label Switching controller from a BPX node; you must use
delshelf to delete a VS| Label Switching controller from a BPX node.)

PNNI runs on the Service Expansion Shelf (SES) hardware.

To add SES PNNI controller capabilities onto the newly-created AAL/5 interface you use the
addctrlr command. You are prompted to enter the controller ID and partition ID. This creates an
interface through which a PNNI controller can use the VSI protocol to control the node resources
that were previously specified by using the cnfrsrc command.

You remove a PNNI controller from a BPX node by using the delctrir command. For example, this
might beaV S| controller such asan PNNI controller configured with VS| capabilitiesasan AAL/5
interface shelf toaBPX. When you delete one of the controllers by using the delctrir command, the
master-d ave connections associated with this controller are deleted. The control V Cs associated
with other controllers managing the same partition will not be affected.

Note ToaddaVSl Label Switch Controller, you use addshelf and delshelf commands, asin
releases previous to Release 9.2.

Full Name
Delete VSI capabilitiesfrom an AALS feeder interface.

Syntax
delctrlr <dlot.port> <controller id>

Parameters

Parameter Description

slot.port Slot and port numbers corresponding to the feeder trunk.

controller id Controller ID number corresponding to the PNNI controller you are deleting. ID

numbers should correspond to an active PNNI controller.
Valid controller values are: 1 — 32

Related Commands
addctrlr, dspctrirs, dspnode
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Attributes
Privilege Jobs Log Node Lock
1 Yes Yes BPX Yes
Example 1

delctrlr 10.3

Description

Delete VSI controller with interface shelf (feeder) type of AAL/5 connected on trunk 10.3 from the
list of controllers connected to BPX node named “ night”.

System Response

ni ght TN Strat aCom BPX 8600 9.2.00 Apr. 11 1998 14:31 GV

BPX Controllers Information

Trunk Nane Type Part Id ctrl 1d crl 1P State
10.3 PAR VSI 1 2 192.0.0.0 Enabl ed
11.1 VSI VSI 2 2 192.0.0.0 Di sabl ed

Last Conmand: delctrlr 10.3

System Response

ni ght TN St rat aCom BPX 8600 9. 2. Apr. 11 1998 14: 31 GVII

BPX Controllers Information

Trunk Nare Type Part Id crl 1d crl 1P State
10.3 PAR 'Sl 1 2 192.0.0.0 Enabl ed
11.1 VSl VSl 2 2 192.0.0.0 Di sabl ed

Last Conmmand: delctrlr 10.3

Example 2

delctrlr <slot.port><controller_id>
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Description

Deletes controller from port 3 on slot 10, with controller name“E”, and controller ID of 1.

System Response

ni ght

Trunk
10.3
11.1

Narme
PAR
VSl

StrataCom BPX 8600 9.2.00 Apr. 11 1998 14:31 GVI

BPX Controllers Information

Type Part Id crl 1d crl 1P State
'Sl 1 1 192.0.0.0 Enabl ed
VS| 2 2 192.0.0.0 Di sabl ed

Last Conmmand: delctrlr 10.3
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dspcd

Displaysthe status, revision, and serial number of acard. If aback card is present, itstype, revision,
and serial number appear. The displayed information can vary with different card types.

In thisrelease, the dsped screen indicates whether the front card supports the Lead State Trap for
High/Low Speed Data Modules (HDM/LDM) on IGX.

Syntax
dspcd <dot>

Example
dsped 5

Attributes
Privilege Jobs Log Node Lock

1-6 No No IPX switch, IGX switch, BPX switch No

Related Commands
dncd, dspcds, reseted, upcd

Parameters—dspcd

Parameter  Description

dot slot number of card.

Description
The following shows an example of the dspcd command for aBXM card.
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Sample Display:

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST

Detailed Card Display for BXM 155 in slot 4

St at us: Active
Revi si on: CD18
Serial Number: 693313
Fab Nunber: 28-2158-02
Queue Si ze: 228300
Support: FST, 4 Pts, OC- 3, Vc
Chnl s: 16320, PH 1] : 7588, Pd 2] : 7588
P 1]:1, 2,
Pd 2]: 3, 4,
Backcard Installed
Type: LM BXM
Revi si on: BA

Serial Nunber: 688284
Supports: 8 Pts, OC-3, MW Ml

Last Command: dspcd 4

Next Command:
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dspcds

Displaysthe cardsin a shelf, front and back, with their type, revision, and status.

Syntax
dspcds|l]

Example
dspcds

Attributes
Privilege Jobs Log Node Lock

1-6 No No IPX switch, IGX switch, BPX switch No

Related Commands
dncd, dspcd, reseted, upcd

Parameters—dspcds

Parameter Description

| Directs the system to display status of the cards on just the lower shelf of an IPX 32
or IGX 8430. If not entered, dspcds displays the top shelf by default.

Description

For front and back card sets, the status field appliesto the cards asaset. A letter “T” opposite acard
indicates that it isrunning self-test. A letter “F’ opposite a card indicates that it has failed atest. If
lines or connections have been configured for adlot, but no suitable card is present, the display will
list the missing cards at the top of the screen. If a special backplaneisinstalled or if a card was
previously installed, empty slots are identified as “reserved”.

For an IPX 32 or IGX 8430, the screen initially displays only the upper shelf with a“ Continue?’
prompt. Typing “y” to the prompt displays the cards in the lower shelf. The command dspcds
followed by the letter “L” (for lower shelf) displays card status for just the lower shelf. For an
IPX 8 or IGX 8410, the card information appears in only the left column. The status and update
messages are as follows:

* Active Card in use, no failures detected.

e Active—F Card in use, failure(s) detected.

e Active—T Card active, background test in progress.

e Active—F-T Card active, minor failures detected, background test in progress.
 Standby Cardidle, no failures.
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e Standby—F
e Standby—T
e Standby—F-T
» Failed

e Down

e Down—F

e Down—T

¢ Mismatch

e Update *

¢ Locked*

¢ Dnlding*

¢ Dnldr*

Card idle, failure(s) detected.

Card idle, background test in progress.

Card idle, failure(s) detected, background test in progress.
Card failed.

Card downed by user.

Card downed, failure(s) detected.

Card downed, failure(s) detected, background test in progress.
Mismatch between front card and back card.

Configuration RAM being updated from active control card.

Incompatible version of old software is being maintained in case it
is needed.

Downloading new system software from the active BCC (BPX
switch), or NPC (IPX switch or IGX switch), adjacent node, or
from StrataView Plus.

L ooking to adjacent nodes or StrataView Plusfor either softwareto
load or other software needs you have not specifically requested.

In the preceding messages, an asterisk (*) means an additional status designation for BCC, NPC, or
NPM cards. “F” flag in the card statusindicates that a non-terminal failure was detected. Cards with
an “F" status are activated only when necessary (for example, when no other card of that typeis
available). Cardswith a“Failed” status are never activated.
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Example
Sample Display:
n4 TN

Front Card BackCar d

Type Rev Type
Enpty

BXM 155 BB16 MVt 8
Enmpty

BNI - E3 CE08 E3-3
BNI - E3 CE08 E3-3
BNI -T3 CF08 T3-3
BCC- 3 DIL LM 2
BCC- 3 DIL LM 2

o~NO O WNPE

Last Command: dspcds

Next Cormmand:

Rev

BA

JY
EY

FH
AA
AA

Super User

St at us
Active

Active
Active
Active
Active
St andby

BPX 15

10
11
12
13
14
15

9.2

Front Car d

Type
ASI - 155
BME- 622
BXM E3
BXM 155
BXM 155
Enpty
ASM

Rev
BEO2
KDJ
BB16
BB16
AC30

ACB
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BackCar d
Type Rev
M- 2 AB
Mt 2 FH
TE3- 12P04
Mt 8 BA
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LMASM PO1
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dspchuse

The dspchuse command displays the a summary of the channel distribution in agiven slot. It shows
the distribution of channels between AutoRoute pvcs, networking channels, VSl management
channels, and channels allocated to the VS| dave.

This command applies only to BXM cards. Previously a debug command, dspchuseis availableto
multiple users at all privilege levelsin this release.

Full Name
Display channel distribution

Syntax
dspchuse <dlot >

Related Commands
dspvsiif, dspvsipartinfo
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Attributes

Privilege

1-6

Jobs Log Node

No BPX

Parameters—dspchuse

Parameter

Description

max

Maximum number of channels supported on the card or
port group.

used

Number of channels currently used; thisincludes all types
of channels: networking channels, pvcs, svcs, vsi
master-slave ves, and channels allocated to vsi partitions.

avail

Number or channels till available for use.

netw

Number of network channels used. For each trunk
interface (feeder trunk, physical trunk, or virtual trunk)
that is upped some channels are reserved for networking.
For afeeder or aphysical trunk 271 channels are
reserved. For avirtual trunk, the first one upped on the
port will reserve 271, any subsequent virtual trunk on the
same port will reserve 1 more channel.

pvc cnfg

Number of pvcs configured.

svc cnfg

Number of svcs configured.

vsi mgmt

Number of channels used for VS| master-slave vcs. Note:
the sum of port group VS| management vcs may be less
than the number of V S| management vcs at the card level.
Thisis because the backplane management connection
(theleg of the connection from the backplane to the dave)
requires resources at the card level but not at the port
group level.

vsi enfg

VSl channels reserved for use by the slave to set up
connections requested viathe VSl interface. Although the
configuration of the partitions is done on a per-interface
basis, the pool of LCNsis managed at the card level and
at the port group level..

pvc used

Channels currently used by AutoRoute connections.

vsi min

V'Sl min channels configured for a partition viathe
cnfrsrc command.

VS max

V'Sl max channels configured for a partition viathe
cnfrsrc command.

Example 1

dspchuse 13

Description

Display channel management summary for slot 13.
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System Response
sws3 TN StrataCom BPX 8600 9.2.10 Jan. 10 1999 14:31 GMI

Channel Managenent Summary for Slot 13

max used avai | netwpvc cnfgvsi ngnt vsi cnf
card 13: 16320 8675 7645 1358 2304 13 5000
port grp 1:8160 5849 2311 813 1024 12 4000
port grp 2:8160 2825 5335 545 1280 0 1000

pvc cnfg pvc used nw used vsi ngnt vsi mn vsi nmax

port 1: 256 0 271 0
part 1: 1000 4000
part 2: 2000 4000
port 2: 256 0 271 0
port 3: 256 0 271 12

Thi s Conmand: dspchuse 13

Cont i nue?
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dspctrirs

Usethedspctrirscommandto display all VSI controllers, such asan SESPNNI controller, onaBPX
or IGX node. Thiscommand lists:

® the controller ID,

® the partition the controller uses,

® the trunk/interface to which a controller is attached,

® the controller type (always a VSl controller),

® theinterfacetype (AAL/5, VSI (Label Switching), or
® MGX 8220 (formerly called AXIS) interface shelf, and

® the name of the controller/entity on which the controller exists (that is, node name, equipment
name).

(Note that you use addshelf and delshelf to add and delete a V' SI controller such as a Label
Switching Controller to a BPX node.)

You can also the dspnode command to display the VSI controllers on a BPX node.

Full Name
Displaysall VSI controllers. For example, all PNNI controllers on aBPX or IGX node.

Syntax
dspctrirs<dlot.port> <controller name string> <partition_id> <controller_id>

Related Commands
addctrlr, addshelf, cnfctrlr, delctrir, dspnode

Attributes
Privilege Jobs Log Node Lock

1 No Yes IGX switch, BPX switch Yes

Example 1

dspctrirs

Description
Display VSI controllers on BPX node sw174.
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System Response

swl74 TRM St rat aCom BPX 8620 9.2.xS Sep 20 1998 14:31 GVIT

BPX 8620 VSI controller information

crl 1d Part 1d Trunk Crlr Type Intfc Type Nanme
1 1 2.1 VS AAL/ 5 S| M-DRO

Last Command: dspctrirs
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dspnode

Displaysasummary of interface devices connected to arouting node, or when executed from an 1PX
or IGX interface shelve shows the name of its hub node and trunk number.

Syntax:
dspnode

Related Commands
addshelf, delshelf, dsptrk

Attributes

Privilege Jobs Log Node Lock
1-6 No No BPX switch, IGX switch Yes
Description

The command displays label switch controller devices connected to a BPX node and interface
shelves connected to an IGX switch or BPX node. The command can be used to isolate the shelf or
|abel switch controller where an alarm has originated.

You can use the dspnode command to display the VSI controllers on a BPX node. In this release,
you can display the control_VPI and control_VCI_start of the particular controller, as shown in
Example 2.

The routing nodes in a network do not indicate the interface shelf or label switch controller where
an alarm condition exists, so dspnode may be executed at a hub node to find out which interface
device originated the alarm.

When executed on an IPX or IGX interface shelve, dspnode shows the name of the hub node and
the trunk number. Note that to execute acommand on an | PX or IGX interface shelf, you must either
use acontrol terminal directly attached to the IPX or IGX switch or telnet to the IPX/AF, asthe vt
command is not applicable.
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Example 1
Displaysinformation about label switch controllers and interface shelves (executed on the BPX hub
node).

Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PSTT
BPX I nterface Shelf Infornation

Trunk Nane Type Al arm

3.1 j 6C AXI S M N

5.3 j 5¢ | PX/ AF M N

4.1 VSI VSI oK

4.2 VSI VSI oK

4.3 VSI VSI (0¢

Last Command: dspnode

Next Conmand
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Example 2
dspnode

Description

Display information about the BPX 8620 interface shelf with this rel ease enhancement that shows
the controller’s control_VPI and control_VCI_start.

System Response

sw237 TN St rat aCom BPX 8620 9.2.30 June 16 1999 05: 06 PST

BPX 8620 Interface Shelf Information

Trunk Narme Type Part Id crl 1d Cntrl VC Al arm
VPI VCl Range

4.1 Vsl 'Sl 1 1 1 20 - 34 (04

13.2 SI MFDRO  AXI' S 1 2 0 40 - 54 (64

Last Command: dspnode
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dspqgbin

Displays the configuration of the specified gbin on a BXM.

Syntax
dspgbin <dot.port> <gbin number>

Example

dspgbin 4.1 10

Attributes

Privilege Jobs Log Node Lock
BPX switch

Related Commands

cnfgbin

Parameters—dspgbin

Parameter Description

slot.port The dlot and port number of interest.

gbin number The gbin number. For EFT label switching, thisis Qbin number 10.

Description

The following example shows configuration of Qbin 10 on port 4.1 of aBXM card.
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Example
dspgbin 4.1 10
Sample Display:
n4 TN super user BPX 8620 9.2.20 July 26 1999 23:53 PDT
Qi n Database 2.2 on BXM ghin 10 (Configured by MPLS1 Tenpl at e)
(EPD Enabl ed on this gbin)
Qbin State: Enabl ed
Di scard Threshol d: 65536 cells
EPD Threshol d: 95%
Hi gh CLP Threshol d: 100%
EFCI Threshol d: 40%

Last Command: dspgbin 4.1 10

Next Conmand
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dsprsrc
Displaysthe VSl configuration of the specified partition on aBXM card.

Note To display a specific partition, you can enter the optional partition_id parameter for the
dsprsrc command. In this release, the valid partitions are 1 and 2.

Syntax
dsprsrc <slot.port> <partition>

Example

dsprsrc4.11

Attributes

Privilege Jobs Log Node Lock
BPX switch

Related Commands

enfrsrc

Parameters—dspcds

Parameter Description

slot.port Specifiesthe BXM slot and port.

partition Specifiesthe VSI partition.

Description
The following example shows configuration of VSl resources for partition 1 at BXM port 4.1.
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Example Display:

n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
Port/Trunk : 4.1
Maxi mum PVC LCNS: 256 Maxi mum PVC Bandwi dt h: 26000

Mn Len(1) : 0 Mn Len(2) : O
Partition 1

Partition State : Enabl ed

M ni mum VSI LCNS: 512

Maxi mum VS| LCNS: 7048

Start VSI VPI: 240

End VSI VPI : 255

M ni mum VSI Bandwi dth : 26000 Maxi mum VS| Bandwi dt h : 100000

Last Conmmand: dsprsrc 4.1 1

Next Cormmand:
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dsptrks

Display information on the trunk configuration and alarm status for the trunks at a node. The trunk
numbers with three places represent virtual trunks.

Syntax
dsptrks

Related Commands
addtrk, deltrk, dntrk, uptrk

Attributes

Privilege Jobs Log Node Lock
1-6 No No IPX, IGX, BPX No
Description

Displays basic trunk information for all trunks on a node. This command applies to both physical
only and virtual trunks. The displayed information consists of:

®  Trunk number, including the virtual trunk number (three places such as 4.1.10).

® Linetype (E1, T3, or OC-3, for example).

® Alarm status.

® Devicetype at other end of trunk, such as node, interface shelf, label switch controller.

For trunks that have been added to the network with the addtrk or addshelf command, the
information includes the device name and trunk number at the other end. Trunks that havea“—" in
the Other End column have been upped with uptrk but not yet added. For disabled trunks, the trunk
numbers appear in reverse video on the screen. Virtual trunk numbers contain three parts, for
example, 4.1.1.
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Example
Enter the dsptrks command as follows to display the trunks on a BPX switch:
dsptrks
Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
TRK Type Current Line Alarm Status O her End
2.1 oG- 3 Clear - K jd4al 2.1
3.1 E3 Clear - K j 6C(AXIS)
5.1 E3 Clear - K j6al5.2
5.2 E3 Clear - K j3b/3
5.3 E3 Cear - K j 5¢(1 PX/ AF)
6.1 T3 Clear - K jd4al 4.1
6.2 T3 Clear - K j3bl4
4.1 oc- 3 Clear - OK VSI (VSI)
4.2 OC-3 Clear - K VS| (VSI)
4.3 OC-3 Clear - K VS| (VSI)

Last Command: dsptrks

Next Cormand:
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resetcd

The reset card command resets the hardware and software for a specified card.

Syntax
resetcd <slot_num> <reset_type>

Example

resetcd 5H

Attributes

Privilege Jobs Log Node Lock
1-3 Yes Yes IPX, 1GX, BPX Yes

Related Commands
dspcd

Parameters—resetcds

Parameter Description
slot humber Specifies the card number to be reset.
H/IF Specifieswhether the hardware or failure history for the card isto bereset. An“H”

specifies hardware; an “F’ specifies failure history.

Description

A hardware reset is equivalent to physically removing and reinserting the front card of a card group
and causes the card’s logic to be reset. When you reset the hardware of an active card other than a
controller card (an NPC, NPM, or BCC), astandby card takes over if oneisavailable. A failure reset
clearsthe card failures associated with the specified slot. If aslot contains acard set, both the front
and back cards are reset.

Do not use the reset command on an active NPC, NPM, or BCC because this causes a temporary
interruption of all traffic while the card is re-booting. (Resetting a controller card does not destroy
configuration information.) Where a redundant NPC, NPM, or BCC is available, the switchcc
command is used to switch the active controller card to standby and the standby controller card to
active. If astandby card isavailable, resetting an active card (except for aNPC, NPM, or BCC) does
not cause a system failure. H/F Resetting of an active card that has no standby does disrupt service
until the self-test finishes.

Example 1
resetcd 3 H
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Sample Display:
No display is generated.
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upport

Displaysthe cardsin a shelf, front and back, with their type, revision, and status.

Syntax
upport <slot.port>

Example

upport 4.2

Attributes

Privilege Jobs Log Node Lock

1-2 Yes Yes BPX Yes
Related Commands

dnport, cnfport, upin

Parameters—dspcds

Parameter Description

slot.port Specifies the slot number and port number of the port to be activated.

Related Commands
dnport, cnfport, upin
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Description

The following example shows the screen that is displayed when the following command is entered
to up aport onan ASl card:

upport 4.2

System Response

Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
Port: 4.2 [ACTIVE ]
I nterface: T3-2
Type: UNI
Speed: 96000 (cps)
CBR Queue Dept h: 200

CBR Queue CLP Hi gh Threshol d: 80%
CBR Queue CLP Low Threshold: 60%
CBR Queue EFCI Threshol d: 80%
VBR Queue Dept h: 1000 ABR Queue Dept h: 9800
VBR Queue CLP High Threshold: 80% ABR Queue CLP High Threshold: 80%
VBR Queue CLP Low Threshold: 60% ABR Queue CLP Low Threshol d: 60%
VBR Queue EFCI Threshol d: 80% ABR Queue EFCI Threshol d: 80%

Last Command: upport 4.2

Next Cormmand:
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uptrk

Activates (or “ups’) atrunk.

Syntax
uptrk <slot.port>[.vtrk]

Example
uptrk 4.1

Related Commands
addtrk, dntrk

Attributes
Privilege Jobs Log Node Lock
1-2 Yes Yes IPX, 1GX, BPX Yes

Parameters—uptrk

Parameter Description

dot.port Specifiesthe dot and port of the trunk to activate. If the card has only one port, the
port parameter is not necessary. An NTM, for example, has one port.

Optional Parameters-uptrk

Parameter Description

vtrk Specifiesthe virtual trunk number. The maximum on a node is 32. The maximum
onaT3or E3lineis 32. The maximum for user traffic on an OC-3/STM1 trunk is
11 (so more than one OC-3/STM 1 may be necessary).

Description

After you have upped the trunk but not yet added it, the trunk carriesline signaling but does not yet
carry livetraffic. The node verifies that the trunk is operating properly. When the trunk is verified to
be correct, the trunk alarm status goesto clear. The trunk isthen ready to go into service, and can be
added to the network.

If you need to take an active trunk between nodes out of service, the dntrk command may be used.
However, thiswill result in temporary disruptionsin service as connections are rerouted. The dntrk
command causes the node to reroute any existing traffic if sufficient bandwidth is available.

Interface Shelves and Label Switch Controllers: For interface shelves or label switch controllers
connected to a node, connections from those devices will aso be disrupted when the links to them
aredeleted. For an interface shelf, the delshelf command is used to deactivate the trunk between the
IGX or BPX routing node and the shelf.
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Label Switch Controller: For alabel switch controller, the delshelf command is also used to
deactivate the link between the BPX routing node and the label switch contraller. In the case of |abel
switching, thisisalink between a port on the BXM card and the label switch controller. Thislink
can be connected to a port that has been upped by either the upport or uptrk command, as the |abel
switching operation does not differentiate between these modes on the BXM.

Virtual Trunks: If you include the optional vtrk parameter, uptrk activates the trunk as avirtual
trunk. If thefront cardisaBXM (inaBPX switch), uptrk indicatesto the BXM that it is supporting
atrunk rather than a UNI port. (See the upln description for the BXM in port mode.)

You cannot mix physical and virtual trunk specifications. For example, after you up atrunk asa
standard trunk, you cannot add it as a virtual trunk when you execute addtrk. Furthermore, if you
want to change trunk types between standard and virtual, you must first down the trunk with dntrk
then up it as the new trunk type.

You cannot up atrunk if the required card is not available. Furthermore, if atrunk is executing
self-test, a“ card in test” message may appear on-screen. If this message appears, re-enter uptrk.

Example 1
Activate (up) trunk 21—a single-port card, in this case, so only the slot is necessary.

uptrk 21

Example 2

This example shows the screen when BXM trunk 4.1 connected to a Label Switch Controller is
upped with the following command:

uptrk 4.1
Sample Display:
n4 TN Super User BPX 15 9.2 Apr. 4 1999 16:40 PST
TRK Type Current Line Al arm Status O her End
2.1 OC- 3 Cear - K jdal2.1
5.1 E3 Clear - K j 6C(AXIS)
5.1 E3 Clear - K j6al5.2
5.2 E3 Clear - K j3b/3
5.3 E3 Cear - K j 5¢( 1 PX/ AF)
6.1 T3 Clear - K jd4al 4.1
6.2 T3 Clear - K j3b/4
4.1 oC-3 Clear - K VSl (VSI)

Last Command: uptrk 4.1

Next Command:

Example 3
Activate (up) trunk 6.1.1—avirtual trunk, in this case, which the third digit indicates.

uptrk 6.1.1
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CHAPTER 17

The BPX Switch, 7200, and 7500

Routers for MPLS

This chapter provides basic information for configuring BPX switches and associated label
switching controllers along with edge routers for Multiprotocol Label Switching (MPLS) operation.
Once MPLSisrunning in the network, OSPF determines the paths through the network, and MPLS
sets up alabel along each path. Refer to 9.2 Release Notes for supported features.

For further information regarding the Cisco 7200 or 7500 series, detailed software configuration
information is provided in the Cisco 10S configuration guide and Cisco 10S command reference

publications, which are available on the Cisco Documentation CD-ROM.

The chapter contains the following sections:

Introduction
MPL S/Tag Terminology

Equipment and Software Requirements
Configuration Preview

Initial Setup of MPLS Switching

Testing the MPL S Network Configuration
Adding to the MPL S Network

Network Management

Basic Router Configuration

Accessing the Router Command-Line Interface
Booting the Router the First Time
Configuring the Router for the First Time
Using the System Configuration Dialog
Configuring Port Adapter Interfaces
Other Router Interfaces

Checking the Configuration

Using Configuration Mode

Cisco 10S Software Basics
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Introduction

Networks using MPLS, transport | P packets over ATM using label switching, thereby realizing the
flexibility and scalability of TCP/IP along with the switching speed and reliability of ATM.

Note The current version of Cisco MPL S software uses an early version of LDP called the Tag
Distribution Protocol (TDP). TDP and LDP are virtually identical in function, but use incompatible
message formats. Once the MPL S standard is complete, Cisco will provide standard LDP in its
MPLS implementation.

Configuring the MPL S network consists of setting up ATM router/switchesfor MPLS. Thisrequires
configuring the MPL S controller function on the router entity and the controlled (slave) function on
the switch entity of each node.

In the example given here for BPX MPLS nodes (BPX 8650 ATM-L SRs), each MPL S node
comprisesa 7200 or 7500 router and a BPX switch shelf, where a 7200 or 7500 router provides the
controlling function to the BPX switch shelf.

When MPLS s running in the network, the routing protocol, e.g., OSPF, determines the paths
through the ML PS switch network from every edgelabel switch router (L SR) to every | P destination.
Based on this routing information, MPL S then automatically setsup aLabel VC (LVC) along each
path. Thisisdone using the Label Distribution Protocol (LDP).

Consider packets arriving at the edge of the MPL S network with a particular destination | P address.
The packetswith that | P addresswill havelabelsapplied at the edge L SR and the resulting ATM cells
will be forwarded along the appropriate LV C path through the network using label swapping at each
label switch until the far end edge L SR is reached. The far end edge L SR will remove the label,
rebuild the frame, and forward the IP packet onto its LAN destination.
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MPLS/Tag Terminology

The following lists the change of terminology to reflect the change from “label” to “mpls’ terms.

Old Designation

Tag Switching

Tag (short for Tag Switching)
Tag (item or packet)

TDP (Tag Distribution Protocol)

Tag Switched

TFIB (Tag Forwarding Information Base)
TSR (Tag Switching Router)

TSC (Tag Switch Controller)

ATM-TSR

TVC (Tag VC, Tag Virtua Circuit)

TSP (Tag Switch Protocol)

TCR (Tag Core Router)

XTag ATM (extended Tag ATM port)

New Designation

MPLS, Multiprotocol Label Switching
MPLS

Label

LDP (Label Distribution Protocol)
Note Cisco TDP: and LDP (MPLS Label Distribution

Protocol)) are nearly identical in function, but use
incompatible message formats and some different
procedures. Cisco will be changing from TDP to afully
compliant LDP.

Label Switched

LFIB (Label Forwarding Information Base)

L SR (Label Switching Router)

LSC (Label Switch Controller

ATM-LSR (ATM Label Switch Router, e.g., BPX 8650)
LVC (Label VC, Labd Virtual Circuit)

LSP (Label Switch Protocal)

LSR (Label Switching Router)

XmplsATM (extended mpls ATM port)
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Equipment and Software Requirements

Equipment and Software Requirements

BPX:
— BPX 8650
BCC-3-64, BCC-4-64, BCC-4-128
BXM FW
L SC Router:
— 7200 Series Router with NPE-150, NPE-200, or 7200V XR processor
— 7500 Series Router with RSP-2 or RSP-4 processor
— 32 MB minimum, 64 MB recommended memory
I10S:

® 12.0T(5) or later, IP only release recommended
SWSW:
® 9.2.10o0r later

Configuration Preview
Setting up label switching on anodeinvolvesis essentially athree-step process:
1 Configuring BPX switch
(a) BPX switch (label switch slaves) configuration

(o) Router (Iabel switch controller) configuration of router extended ATM interfaceson
the BPX for tag switching

2 Setting up edge routers (can include setting up policies, etc.)
3 MPLSautomatically sets up LV Cs across the network.

Figure 17-1 shows an example of asimplified MPLS network. The packets destined for
204.129.33.127 could be real time video, while the packets destined for 204.133.44.129 could be
data files which can be transmitted when network bandwidth is available.

Once MPLS has been set up on the nodes shown in Figure 17-1, (ATM-LSR 1 thru ATM-LSR 5,
Edge LSR_A, Edge LSR B, and Edge LSR_C), automatic network discovery is thereby enabled.
Then MPLS will automatically set up LV Cs across the network. At each ATM LSR (label switch),
label swapping is used to transport the cells across the previously set up LV C paths.

Note Label swapping isaname for VCI switching, the underlying capability of an ATM switch.

At the edge L SRs, labels are added to incoming | P packets, and labels are removed from outgoing
packets. Figure 17-1 shows I P packets with host destination 204.129.33.127 being transported as
labeled ATM cellsacross LVC 1, and I P packets with host destination 204.133.44.129 being
transported as labeled ATM cells across LVC 2.
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Configuration Preview

Note |P addresses shown are for example purposes only, and are assumed to be isolated from
external networks. Check with your Network Administrator for appropriate 1P addresses for your
network.

Figure 17-1 High-Level View of Configuration of an MPLS Network
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204.135.33.71 ——
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T
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Figure 17-2 isasimplified diagram showing the MPL S label swapping that might take placein the
transportation of the | P packetsin the form of ATM cells acrossthe network onthe LVC1 and LVC2
virtual circuits.

For exampl e, an unlabeled | P packet with destination 204.133.44.129 arrives at edge label switching
router (LSR-A). Edge LSR-A checksitslabel forwarding information base (LFIB) and matchesthe
destination with prefix 204.133.44.0/8. L SR-A convertsthe AAL5 frameto cellsand sendstheframe
out asasequence of cellson 1/VCI 50. ATM-LSR-1, whichisaBPX 8650 label switch router (LSR)
controlled by arouting engine (7200 or 7500 router), performs a normal switching operation by
checking its LFIB and switching incoming cells on interface 2/V Cl 50 to outgoing interface 0/V CI
42,

Continuing on, ATM-LSR-2 checksits LFIB and switches incoming cells on interface 2/VCl 42 to
outgoing interface 0/V Cl 90. Finally, Edge L SR-C receivestheincoming cellson incoming interface
1/VCI 90, checksits LFIB, convertsthe ATM cellsback to an AAL5 frame, then to an | P packet, and
then sends the outgoing packet onto its LAN destination 204.133.44.129.
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Initial Setup of MPLS Switching

Figure 17-2 Label Swapping Detail
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Initial Setup of MPLS Switching

Thefollowing providesan example of configuring BPX 8650 M PL Slabel switches (ATM-L SRs) for
MPLS switching of I P packets through an ATM network, along with configuration for 7200/7500
routers for use as Label edge routers (Edge L SRs) at the edges of the network.

23598

Label Forwarding Information Base (LFIB)

See Figure 17-3 for asimplified example of the network. The following configuration example
describes the configuration of Edge LSR-A (7500 router), Edge L SR-C (7500 router), ATM LSR-1
(BPX 8650 switch and controller), and ATM LSR-2 (BPX 8650 switch and controller) shown in
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Configuration for BPX switch portions of the BPX 8650 ATM-LSRs

Figure 17-3. The configuration of ATM LSR-3, ATM LSR-4, and ATM LSR-5, is not detailed, but
would be performed in a similar manner to that for ATM LSR-1 and ATM LSR-2. Also, the
configuration of Edge L SR-B (7500 router) would be similar to that for Edge LSR-A and LSR-C.

The configuration of aBPX 8650 ATM-L SR, consists of two parts, configuring the BPX switch and
configuring the associated label switch controller (7200 or 7500 router).

Figure 17-3 Simplified Example of Configuring an MPLS network.
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xatm22

Configuration for BPX switch portions of the BPX 8650 ATM-LSRs

The BPX nodes need to be set up and configured in the ATM network, including linksto other nodes,
etc. Following this, they may be configured for MPL S Operation. In configuring the BPX nodes for
operation, avirtual interface and associated partition is set up with the cnfr src command. The 7200
or 7500 router is linked to the BPX with the addshelf command to allow the router’s label switch
controller function to control the MPL S operation of a node. The resources of the partition may be
distributed between the associated ports. These areitems such as bandwidth, vpi range, and number
of logical connection spaces (LCNs). The VPIs are of local significance, so they do not have to be
the same for each port in anode, but it is generally convenient from atracking standpoint to keep
them the same for agiven BPX node. In thisexample, it is assumed that a single external controller
per node is supported, so that the partition chosen is always 1.

Note With the appropriate release of switch software, firmware, and 10S, Service Class Templates
are supported.
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Initial Setup of MPLS Switching

Proceed as follows to configure the BPX 8650 label switch routers, ATM-LSR-1 and ATM-LSR-2;

Command Syntax Summary for BPX Portion of MPLS Configuration

This chapter provides an example for configuring the BPX 8650 for basic MPL S operation.
Syntax for associated commands, cnfr src, cnfgbin, addshelf are as follows:

cnfrsrc slot.port.{virtual trk} maxpvclcns maxpvcbw [Edit parms ? y/n] partitionlD e/d
minvsilcns maxvsilcns vsistartvpi vsiendvpi vsiminbw vsimaxbw  {if you enter “y”, to Edit
parms?

cnf