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= CHAPTER 1

General

This module gives an overview of the Solution Upgrade from SCA BB 2.5 to SCA BB 3.1

Upgrading the Cisco Service Control solution is a complicated task due to the need to upgrade the
software release on several network elements, while maintaining data and keeping the downtime to a
minimum. Therefore, this process requires careful design and preparation. This document provides a
blueprint for the upgrade process, as well as limitations and issues to consider, to be used while
designing the upgrade process for a specific deployment.

e Purpose and Scope
e Document Outline

e References

Purpose and Scope

This document describes how to upgrade an existing installation of the Cisco Service Control solution
to SCA BB 3.1. It provides an overview of the overall solution upgrade procedure, as well as the
limitations of this procedure.

For detailed instructions of the upgrade procedure for each solution component, see the
“References” section.

This document describes the simple approach to upgrading and the limitations imposed by it. In some
cases, an approach may need to be adapted to address specific requirements.

Document OQutline

The “Supported Upgrade Use Cases” module describes the service control deployments to which this
document applies.

The “Supported Working Configurations” module describes the objectives and the limitations of the
upgrade process.

The “Upgrade Procedure” module describes the step by step upgrade procedure.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCABB25 g
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I References

References

The following documents provide detailed information about the upgrade procedures for the solution
components:

e SCOS upgrade procedure:

- See “Upgrading SCE Platform Firmware” in the “Operations” chapter of the Cisco Service
Control Engine (SCE) Software Configuration Guide

e SCA BB upgrade procedure:

— See “Upgrading SCA BB” in the “Getting Started” chapter of the Cisco Service Control
Application for Broadband User Guide

e Subscriber Manager upgrade procedure:

- See “Upgrading the Subscriber Manager” in the “Installation and Upgrading” chapter of the
Cisco Service Control Management Suite Subscriber Manager User Guide

e Collection Manager upgrade procedure:

— See “Upgrading to CM Version 3.1” in the “Installing the Collection Manager and Getting
Started” chapter of the Cisco Service Control Management Suite Collection Manager User
Guide

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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Supported Upgrade Use Cases

This module describes the supported upgrade use cases.

All references are to a deployment where a single CM and a single SM cluster are deployed with one or
more SCE platforms. If a deployment is composed of several CMs and SMs, then each SCE platform
group communicating with a single CM and SM should be considered as a separate deployment for the
purposes of the upgrade procedure.

e Upgrade Use Cases

Upgrade Use Cases

The following upgrade use case is supported. The exact description, procedures, and limitations for this
use case are described in the following sections.

e Upgrade from SCA BB 2.5.7 (and higher) to SCA BB 3.1

The upgrade procedures that are described refer to a use case where all solution components (SCE
platform, CM, and SM) exist. If one of the components is not in use (no Collection Manager or no
Subscriber Manager), then the corresponding phase in the upgrade procedure should be skipped.

Upgrades from SCA BB 2.5.6 and lower, and from SCA BB 2.1.x to SCA BB 3.1.x are not supported
through direct upgrade.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCABB25 g
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M Upgrade Use Cases
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= CHAPTER

Upgrade Objectives and Limitations

This module compares the objectives of the upgrade procedure with the limitations that can be expected
for each component throughout this process.

e Upgrade Objectives

e  Supported Working Configurations

e SCE Platform

e SCA BB Clients and Service Configuration
e Subscriber Manager

e Collection Manager

e Rollback Procedure

Upgrade Objectives

Generally, upgrade procedures aim for the following objectives for the entire solution:
¢ No loss of configuration
* No loss of data
e No network downtime
e Minimal or no service downtime
e Safe rollback
e Upgrade modularity
¢ Functional equivalency
e Upgrade verification

Some of these objectives are achieved through maintaining interface compatibility; for example, CSV
files, RDRs, DB schemes, and CLI retain compatibility. Programmable interfaces retain binary
compatibility or interface compatibility (for static C linking).

Not all requirements are met on each perspective of the solution. Limitations with respect to these
objectives are mentioned in the following sections and in the relevant component manuals.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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B Supported Working Configurations

Supported Working Configurations

The SCA BB 3.1 solution supports a combination of component versions:
e SCOS 3.1.
e Application - SCA BB 3.1 (PQIs for installation on SCE platform and SCMS-SM).
e SCMS-SM 3.1 (if an SM is required for the deployment).
e SCMS-CM 3.1 or 3.0 (if a CM is required for the deployment).

Note that this document covers the upgrade of a system that includes an SM and a CM. In cases where
one or both of these components are not required, the corresponding sections can be ignored.

SCE Platform

Upgrade Procedure Limitations

e Link Downtime Due to LIC Re-Burning

e Misclassification of Flows Initiated Prior to Upgrade Completion
e Service Downtime

e Loss of Aggregated Unreported Data

e Loss of Configuration

Link Downtime Due to LIC Re-Burning

Link downtime is expected during SCE platform upgrade (the LIC chip firmware is reburned). The
expected downtime depends on the system's auto-negotiation configuration, and can be up to one minute.

Misclassification of Flows Initiated Prior to Upgrade Completion

Flows that were initiated prior to upgrade completion can be misclassified. Gradual classification
restoration is expected when SCE software upgrade is completed, or when a standby SCE becomes
active. This reclassification is needed because the flow's previous classification decision is lost. This
reclassification would usually be inaccurate because an accurate classification depends on analyzing the
beginning of the flow. Therefore, the flow would usually be reclassified according to the corresponding
Generic or Behavioral signature. This downtime ends when all these reclassified flows are closed.

Service Downtime

Service downtime is expected during SCE platform upgrade on non-High Availability setups and on
High Availability setups.

e Onnon-High Availability setups, the SCE platform does not perform traffic classification, reporting,
and control during the SCE platform upgrade. These capabilities are restored after upgrade
completion (restoration is gradual, due to misclassification of traffic flows that were initiated prior
to upgrade completion). See “Misclassification of Flows Initiated Prior to Upgrade Completion” for
further information.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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SCA BB Clients and Service Configuration

e On High Availability setups, service downtime is not expected (as the cascaded SCE platforms
alternate on upgrade), except for gradual service buildup when switching SCE platforms due to
misclassification of traffic flows that were initiated prior to upgrade completion. See
“Misclassification of Flows Initiated Prior to Upgrade Completion” for further information.

Loss of Aggregated Unreported Data

During SCE platform upgrade subscriber quota and usage information maintained in the SCE platform
that was not reported to a collection system is lost. Depending on the system data export frequency
(configurable through periods between RDRs of all sorts), the amount of such information can be kept
to a minimum.

This is true also for High Availability configurations.

Loss of Configuration

Any non-default assignments of RDR tags to categories are lost when upgrading: the default mapping is
restored after the upgrade. If any non-default assignments were made, you should reconfigure them
manually after the upgrade.

SCA BB Clients and Service Configuration

SCA BB Console, which incorporates the service configuration editor, SM GUI, and Reporter, is not
backward compatible and can work only with the 3.1 system components (SCE platform, CM, SM).

Upgrade Procedure Limitations

e SCA BB Console Interoperability
e Service Configuration Upgrade
e User Defined Signatures

¢ Running Two SCA BB Consoles or Reporters

SCA BB Console Interoperability

Version 3.1 of the Network Navigator cannot apply service configurations to version 2.5 SCE platforms.
Nevertheless, the Network Navigator 3.1 can upgrade the SCE to 3.1, and then service configurations
can be applied.

Service Configuration Upgrade
Older Service Configuration files need to be adapted to SCA BB 3.1 prior to applying them to the
upgraded system. This can be done in one of two ways:
e Re-implement the Service Configuration using the SCA BB 3.1 Service Configuration Editor

e Port the old configuration to SCA BB 3.1 semantics by opening it with the SCA BB 3.1 Service
Configuration Editor. In this case, it is recommended to follow the SCA BB user guide description
of the default 3.1 configuration, to allow incorporating 3.1 enhancements.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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I Subscriber Manager

User Defined Signatures
If you created a DSS in the Signature Editor and want to install a protocol pack, you need to merge the
DSS with the signatures in the protocol pack by performing the following general steps:
e Extract the DSS from the protocol pack.

e Open your DSS and import the protocol pack DSS into the signature editor and ensure there are no
overlapping signature IDs.

e Save the merged DSS.

Running Two SCA BB Consoles or Reporters

Running two SCA BB Consoles or Reporters of different versions on the same machine is not supported
and should be avoided.

Subscriber Manager

e Upgrade Procedure Limitations
e Compatibility

e LEG Configuration

* Quota Manager

Upgrade Procedure Limitations

In non-High Availability Subscriber Manager setups, the SM upgrade procedure causes downtime for
subscriber provisioning and subscriber status awareness (LEG communication).

Subscriber quotas that are stored on the SM will be lost during the upgrade process. See “Quota
Management Compatibility” for details.

For High Availability deployments, service downtime still occurs due to the upgrade of the internal
TimesTen DB from a 32-bit to a 64-bit version.

Compatibility

Subscriber Manager 3.1 can work with SCE platforms running SCA BB 2.5.

Note that the SM based quota API is deprecated and replaced with the SCE subscriber API. As a
consequence, quota management systems working with SM 2.5 will not be compatible with SM 3.1. See
“API Compatibility” for more details on this topic.

e  Subscriber Quota not Maintained on the SM
e Quota Management Compatibility
e API Compatibility

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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Subscriber Manager W

Subscriber Quota not Maintained on the SM

Subscriber quota (state preservation) is no longer maintained in the SM during periods in which the
subscriber is not logged into the network. This means that remaining quota information stored on the SM
is lost during the upgrade process. This applies whether external or internal quota based policies are
used.

In the case of external quota provisioning integration, appropriate measures should be taken to maintain
quota information on an external policy server prior to the upgrade, so that subscriber quota state will
not be lost. Quota information is reported by the SCE platform either periodically or upon subscriber
logout.

Quota Management Compatibility

API Compatibility

Release 3.0 introduced a new architecture for quota operations performed by an external server and for
internally managed quota.

This new architecture imposed some changes in the methodology for quota management used in release
2.5, which should be noted and addressed before and during the upgrade procedure:

e Direct SCE API replaces the SM based quota API.

¢ Quota preservation for logged out subscriber (also known as state preservation) is no longer
available on the SM.

These changes necessitate modifications to any existing quota management system integrated with the
SCE platform, and special attention during the upgrade procedure.

The SM based QP API is deprecated and replaced with the SCE Subscriber API. Any external
components using the old API must be migrated to the new APL.

The main features of the new API are:
e Connects directly to the SCE platform rather than through the SM.

e Provides access to both quota assignment operations and quota state notifications. There is no need
to implement an RDR listener.

e As opposed to the SM based QP API, the SCE Subscriber API assumes active subscribers on the
SCE platform for all operations:

— Subscriber presence assumption—Subscribers are required to be present on the specific SCE for
which the API is invoked in order for quota operations to succeed. The SM does not proxy quota
operations for inactive subscribers.

— No cross-session quota persistency—Upon a subscriber's logout event, remaining quota is
flushed to the policy server and needs to be reprovisioned upon the subscriber's next login.
Quota is no longer maintained in the SM across subscriber sessions.

Note that at this stage, the new API is provided in Java only, not in C/C++.
For further details, see the Cisco SCMS SCE Subscriber API Programmer's Guide .

[ oL-xxxxx-xx
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LEG Configuration

The configuration of the SM LEGs is lost during the upgrade. Follow the upgrade procedure of the SM
LEGs in the relevant reference guide.

Quota Manager

If the QM is not deployed as a cluster, service downtime is expected. This is the same service downtime
that is expected during an SM upgrade.

Collection Manager

e Upgrade Procedure Limitations
e Compatibility
e Data Migration

e Configuration

Upgrade Procedure Limitations

There is no upgrade script available for upgrading the CM from 2.5 to 3.1. In this case, you must perform
a clean install of the 3.1 CM.

A clean install imposes downtime for the machine being upgraded to 3.1 for the duration of the
installation. To avoid data collection downtime, an alternate Collection Manager can be used (for either
bundled or unbundled configurations).

Sending RDRs to an alternate Collection Manager is supported by the SCE platform.

Compatibility

Collection Manager 3.1 can only work with SCE platforms running SCA BB 3.0 or 3.1. For reporting
continuity during a phased upgrade of SCE platforms running SCA BB 2.5 (i.e. collecting data from
release 2.5 after the CM has been upgraded), two separate Collection Managers must be used (one of
them running release 2.5, the other one running SCA BB 3.1).

Data Migration

e Migrating the Database
e Migrating Other Data

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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Rollback Procedure

Migrating the Database

In the case of a bundled database running on a CM machine, Cisco provides scripts to perform the
upgrade where necessary. Data collected after the upgrade is saved in a new set of tables, the 2.5 release
data is maintained in separate tables. Access to the older set of tables is possible using a modified set of
SCA Reporter templates; Cisco provides a script to modify these templates.

In the non-bundled case, you might choose to migrate data to the new format based on the new table
structure provided by Cisco. The decision on whether to do this depends on your needs, and also your
database structure and an available database machine.

Migrating Other Data

Other information might also be maintained on the CM. This includes:
e Aggregated subscriber usage records (CSV)
e Raw RDRs files (CSV)
e RAG Adapter output (CSV, DB)

Consolidation is not required for most output forms. If any output forms do require data consolidation,
please contact Cisco for guidance.

Configuration

The CM configuration (.conf and xml files) is reset to the default values during the upgrade process. In
order to maintain the existing configuration after an upgrade, you must back up the configuration and
restore it after the upgrade.

Rollback Procedure

A software rollback might be required in cases where the upgrade process has failed, or has impaired the
service. A software rollback requires a downgrade to the previous release to mitigate the damage to the
network.

Generally, no automatic downgrade scripts are available for the solution components. To enable
downgrade, the older configuration should be backed up before upgrading. To downgrade, a clean
installation of the older release is required, for each component.

Note  When downgrading the SCE, you must first uninstall the SCA BB PQI using the "PQI uninstall file"
command. The new PQI file is needed to run this command.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCABB25 g
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M Rollback Procedure
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= CHAPTER I

Upgrade Procedure

This module details the upgrade procedure for upgrading from a functional SCA BB 2.5 deployment to
SCA BB 3.1.

This is a high level description of the procedure. The specific details are found in the corresponding user
manuals.

The procedure describes a scenario where the Service Control deployment is required to continue
functioning throughout the upgrade procedure with SCE platforms running SCA BB 2.5 and SCE
platforms running SCA BB 3.1 are operating concurrently (using the same CM and SM servers).

This procedure is meant to minimize service downtime (for however long the upgrade process takes),
bound to several limitations, as described in the preceding sections.

Upgrading from Version 2.5 to Version 3.1

SUMMARY STEPS

DETAILED STEPS

Step 1

1. Upgrade the SM (or SM cluster) according to the procedure described in the SM user manual
Deploy or upgrade the CM to 3.1
Upgrade the SCE platform software (SCOS and application PQI).

Eol

Remove the second CM running the former version (if one was used) once the upgrade of all SCE
platforms is complete.

Upgrade the SM (or SM cluster) according to the procedure described in the SM user manual
a. Disable state exchange between SM and SCE platforms
This is done on the SM.
b. Remove all subscriber states from the SM.
This phase implies loss of information that needs to be addressed.
c. Remove QP properties.

The QP API at the SM is deprecated. This requires exporting and then importing subscribers to the
SM.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCABB25 g
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| Upgrading from Version 2.5 to Version 3.1

Uninstall the SCA BB application and the SM LEGs' PQIs
Run the SM upgrade script.
Install the SCA BB application and the SM LEGs' PQIs.

Configure the SCE cascade to the SM as described in the Cisco SCMS Subscriber Manager User
Guide .

This step is required because in version 3.1, the SM is aware of SCE cascade topologies and must
be configured accordingly. Immediately after the upgrade, all SCEs are configured to the SM as
standalone SCEs. You must configure the SCEs manually after the upgrade of an SCE pair.

Configure the cascade SCEs as a cascade pair in the SM configuration.

This causes the SM to treat the standby SCE that will be upgraded to 3.1.0 in the correct way and
not send subscriber updates to it.

The SM will not update an SCE that is identified as standby even if it is configured as 'standalone’
in the SM.

Only after the SM is configured correctly can you update the SCEs.

Step2  Deploy or upgrade the CM to 3.1

In the case of deployment of an additional CM and database for the transition phase ( two CM
databases in total, regardless of whether or not the configuration is bundled), collection will work
for all SCE platforms (both the older version and 3.1). Regarding non-bundled databases , there may
be several ways to implement this; it is recommended to consult a DB specialist if you are using a
non-bundled database.

— Each CM collects RDRs from a single version, to a distinct database (either bundled or
non-bundled) and CSV repository.

— Data consolidation from the two releases is currently not supported for bundled configuration.
Guidelines can be provided on how to address data consolidation for non-bundled deployments.
Actual implementation largely depends on your DB structure and machine type. Data collected
for the old release can be still accessed using the old Reporter.

In the case of using a single CM , data collection will be functional only for SCE platforms running
the same software version as the CM. You should stop the RDR generation of all SCEs running the
release not supported by the CM until each SCE is upgraded. As part of the upgrade process of a
bundled CM, old database tables are renamed and put aside. Data in these tables can be accessed
later using modified Reporter templates.

Step3  Upgrade the SCE platform software (SCOS and application PQI).

This also applies in the case of an SCE platform cluster. See the SCE Installation Guide and the Software
Configuration Guide for more details.

The SCE platform upgrade procedure involves the following high-level steps:

Retrieve the service configuration (PQB)—Use a 2.5 SCA BB Console.

Update the service configuration to 3.1—Open the old service configuration in the Service
Configuration Editor in the new Console, and make any necessary adjustments to the old service
configuration. These changes are described in the SCA BB 3.1 Release Notes . Alternatively, create
a new service configuration using the 3.1 Service Configuration Editor.

Use the 3.1 Network Navigator GUI to install SCOS 3.1—Install PQI 3.1 on the SCE platform and
then install the latest protocol pack on top of SCA BB 3.1.

Apply the service configuration to the SCE platform.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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Upgrading from Version 2.5 to Version 3.1 ||

— Each SCE platform remains functional from a traffic control perspective from the completion
of the SM upgrade until it is upgraded, and then again after the upgrade. On High Availability
configurations, no service downtime is expected as the SCE upgrade is performed when the SCE
is in standby mode.

— Make sure the upgraded SCE platform RDRs are directed to the CM running version 3.1.
Service downtime (from a collection perspective) depends on the CM configuration that you
have implemented (single or dual during the upgrade).

For a cascade SCE pair:

e Verify that the SM was already upgraded to 3.1.

e Upgrade the standby SCE as described above.

e Force a fail-over.

e Upgrade the new standby SCE (the formerly active SCE) as describe above.
At this stage, the entire solution is upgrade and fully operational.

Step4  Remove the second CM running the former version (if one was used) once the upgrade of all SCE
platforms is complete.

Cisco Service Control Guide to Upgrading to SCA BB 3.1 from SCA BB 2.5
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